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Abstract

With more and more cameras installed in public places, video surveillance systems play an increasingly important role in public safety. Research on intelligent video monitoring, especially activity recognition, is attracting increasing attention in the field of image processing. Unlike activity recognition of a single tracking object, group activity is more complex and difficult to recognize. To design a fast real-time group activity recognition algorithm without other auxiliary data, low computational cost is our focus. There are four steps for our group activity recognition system: preprocessing the captured videos, extracting foregrounds from backgrounds, tracking multiple objects and recognizing group activity. To remove noise in each frame image, the combination of the Gaussian filter algorithm and median filter algorithm is used in the preprocessing step. Then, the Gaussian mixture model is adopted to extract the foreground image. To ensure low computational cost, real-time Cam-Shift is chosen to track group activity with morphological operations in the tracking step. In the recognition step, the changing histogram rate is defined as the measure of identifying group behavior. Here, the changing histogram rate refers to the number of changing histograms and changing proportions. Experimental results show that the group activity recognition algorithm proposed in this paper is effective with low computational cost.
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1. Introduction

With the rapid development of the economy and information technology in China, we are entering into an intelligent society. Among this, public safety is one pressing issue. Providing an early warning for dangerous accidents, even serious violent terrorist attacks such as looting and vandalism, is a primary focus. If violent accidents happen in public places, this will result in serious consequences and even casualties or property loss. With more and more cameras installed in public places, taking full advantage of these gapless 24-hour videos is very important in terms of public safety. If these videos can be processed and analyzed immediately to provide an early and real-time warning with appropriate emergency measures, injuries or more serious results for the public may be reduced or eliminated. From the perspective of public safety, we try to utilize video data captured by cameras installed in public areas and provide an early warning for abnormal or dangerous activities, providing service for public safety and social stability.

Research on intelligent video monitoring, especially activity recognition, is attracting increasing attention in the research field. In single object tracking, Arnold wrote one review paper in [1]. Compared to single object tracking and activity recognition, multiple object tracking or group activity is more difficult to detect. There are mainly three kinds of multi-object trackers, including pattern matching, object state estimation based on the Bayesian theory, and object detections [5]. There has been a fair amount of research conducted on action recognition. For the task of action recognition or classification, recent approaches use features based on optical flow [12], grammars [9], motion analysis [2,8], spatio-temporal interest points [10], or dense point trajectories extracting from regions [11], which are being tracked using optical flow across the frames. To improve processing efficiency for videos on a larger scale [13], deep learning tools such as convolutional neural networks [3,4,6,7] have been applied.
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Our focus is slightly different from the methods mentioned above. Our goal is to design a fast real-time group activity recognition algorithm without other auxiliary data. Here, camera refers to a common camera widely used in our daily lives, not a professional camera. In order to run on simple computers with simple configurations, real-time with low computational cost is the primary requirement of our algorithm. With captured videos, the Gaussian filter and median filter are first called to remove noise in frame images. Then, the Gaussian mixture model algorithm is adopted to extract foregrounds. Cam-Shift tracking is then called after morphological operations for the foregrounds. Finally, the changing histogram is defined and computed to identify abnormal group behavior.

The rest of this paper is organized as follows. An overview of our whole design is given in Section 2. Based on a detailed analysis of the steps for video processing and foregrounds extraction in Section 3, a group activity recognition system based on Cam-Shift tracking and the histogram changing rate is put forward in Section 4. Some experimental results of the proposed algorithm are discussed in Section 5. The conclusions are given in Section 6.

2. Overview of the Proposed Recognition Flow

There are four steps for our group activity recognition system as shown in Figure 1.

Step 1 is preprocessing the captured videos. As the benchmark dataset published on the Internet, videos in .avi format is our video format. Different filtering methods have different advantages and disadvantages. To achieve an optimal filtering result, a combination of the Gaussian filter algorithm and median filter algorithm is adopted.

Step 2 is extracting foregrounds from backgrounds. Compared to the frame difference method, the Gaussian mixture model can be applied in many more scenes. To achieve a better recognition result, morphological operations are also adopted for the foregrounds.

Step 3 is multiple objects tracking. To get a real-time tracking result, we use Cam-Shift tracking. Color information is used in Cam-Shift tracking to identify each person as an individual, and each individual is marked with a rectangle. When there are occlusions in moving objects or the tracking object, the occlusions are considered as one whole and are bounded by one histogram rectangle.

Step 4 is recognizing group activity. Based on the obtained features from tracking methods, the changing histogram rate, which considers the number of changing histograms and changing proportions, is used to identify normal or abnormal group activity.
3. Preprocessing Step and Foreground Extraction

Image filtering is also called smoothing processing or fuzzy blurring. In image processing, some function of a local neighborhood of the pixels is applied on the original image to modify the pixels in an image. The goal of this is to obtain the main pattern in the data, removing noise, structural details, and instantaneous data. There are two common methods for image processing: linear filters and nonlinear filters. Nonlinear filters are more diverse and difficult to categorize, reducing noise levels without simultaneously blurring edges, such as histogram-based filters.

There are multiple options for our system: the Gaussian filter, the median filter, and the mean filter. There are some differences between these three methods. For example, the Gaussian filter is effective in removing Gaussian noise because it uses the current pixel value and the weighted average value of its surrounding pixels to replace the current value. The mean filter replaces the current pixel value with an average of its surrounding pixels. This method is also effective for Gaussian noise filtering, but the smoothing effect is not ideal when dealing with salt and pepper noise. The median filter is just the opposite. It replaces the current pixel value with a median value, ignoring the calculation of the maximum point and the minimum point, which is good for removing isolated noise. This method is not very effective for removing Gaussian noise, but it is effective for removing noise generated by pulse interference or image scanning. Because of the different calculation methods, the median filter, and Gaussian filter can be combined to complement each other. Our preprocessing step consists of these two methods of filtering to remove noise from the divided frame images.

Object detection or background subtraction is very important for detecting moving objects. Background subtraction compares current images with a background model. Anything that changes is considered to be an object. By using background subtraction, foreground objects can be detected in a frame image captured by a stationary camera. GMM is applicable to the case of light changing on the background. Because the outdoor scenes involved in this system are very complex, moving objects are detected using our improved GMM model, which is better for the latter target tracking algorithm. In the verification stage of the Cam-Shift tracking algorithm, the system uses the detection algorithm based on the Gaussian mixture model to obtain the background images of the moving objects in the video image. It then carries on the series of morphological operations and tracks the moving objects. The performance of our choice is better for recognition. Figure 2 shows the result of the moving object detected by the mixed Gaussian mixture model.

![Figure 2. Moving object detected results of our improved Gaussian backgrounds mixture model](image)

Here, A(1) and B(1) are the original frame images. B(1) and B(2) are the foreground images after adopting the Gaussian background mixture modeling, which is key for our group behavior recognition. C(1) and C(2) are the background images created by GMM. With analysis of the three filter methods and comparison of the smoothing results for the three methods, our preprocessing step consists of two methods, the median filter and Gaussian filter, to remove noise from the captured videos. To achieve an optimal recognition result, some morphological operations are also applied to the preprocessed smoothing images. For multi-objective motions in complicated scenes, the Gaussian backgrounds mixture model is adopted to detect moving objects for latter moving target tracking. The Gaussian backgrounds mixture model is a widely used model in video processing, and it will be improved in our system as an object detection tool.

4. Our Cam-shift Tracking Algorithm and Recognition Algorithm based on the Histogram Changing Rate

After preprocessing of the captured videos, the most important part of the tracking algorithm is to find temporal and spatial features for action recognition. It is simple to track a single person or two persons. However, for group tracking, it is very
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Complicated because of occlusions and influences between different individuals. There are some special factors that need to be considered, such as the group density, the interception of the group and the relationship between individual behavior and overall behavior in the group. Group behavior recognition is based on features extracted from the moving target tracking. The moving target tracking method and feature extraction algorithm are directly related to the final recognition of the quality of the algorithm. Different tracking algorithms will lead to different recognition accuracy. Thus, target tracking and feature extraction are very critical steps in the group behavior recognition system. This will be discussed in the following sections.

4.1. Cam-shift Tracking Algorithm

Cam-Shift (Continuously Adaptive Mean Shift) was first published by Gary Bradsky in his paper “Computer Vision Face Tracking for Use in a Perceptual User Interface” in 1988. It applies to mean shift first. Once mean shift converges, it updates the size of the window. It also calculates the orientation of the ellipse that best fits it. Again, it applies the mean shift with a new scaled search window and previous window location. The process is continued until the required accuracy is met. As an adaptation of the Mean Shift algorithm, the CamShift tracking algorithm is used for tracking regions of a video starting from any given frame throughout the next frames. It works well as an iterative convergent algorithm because of its efficiency and effectiveness in tracking targets in a sequence of video frames. The working process of our Cam-shift tracking algorithm is shown in Figure 3.

![Figure 3. Flowchart of Cam-shift tracking in our system](image)

The Cam-Shift algorithm works by matching the color histogram of the target to an image patch in each frame. That is, Cam-Shift uses color information in the video frame to find the location and size of the moving target. In the next frame of the continuous tracking, the next frame is searched by the size and position information of the current search window. The continuous tracking repeats this process. For the moving target with color information, the algorithm tracks the moving target through the color probability distribution information. Cam-Shift solves the problem of deformation of moving objects. Cam-Shift is not a demanding algorithm and is applicable for our real-time tracking with a low computational cost.

4.2. Occlusion Processing

If one moving object is occluded by other objects, the contours, edges, and colors of the moving object are subject to some significant changes. There are two types of occlusions: the occlusions that occur between moving objects and the occlusions that occur between a moving object and the background. These two cases will lead to size changes of the moving targets to some extent. Here, the size of the moving object in one frame is considered as one decision rule whether occlusions exist. The size and color histograms are used to determine whether the occlusion is happening. The combination of several features to determine the presence of occlusions will avoid problems caused by the occlusions, greatly improving the performance of our recognition algorithm.
Our focus is to recognize behavior for multiple target movement tracking, considering occlusions between moving objects only and ignoring occlusions existing in the background. For occlusions that happen between moving targets, it is difficult to separate one moving target from another, and the occlusion time may be relatively long. To recognize the overall behavior for one group, two or three targets between which occlusions exist are considered to be one target. The combination of two features is used in this paper for latter recognition: the size feature and the color histogram. The size feature is computed based on area, and the color histogram is computed as Equation (1) and Equation (2).

\[
M_s = \frac{S_t}{\sum_{i} S_{t-i}}
\]

\[
M_c = \frac{\sum_{i} (C_i(t) - C_{i-1}(t))^2}{\sum_{i} C_i(t) \sum_{i} C_{i-1}(t)}
\]

Here, the size is represented by \( M_s \) at time \( t \), and the color histogram is represented by \( M_c \). At time \( t \), the size of the tracking area is denoted by \( S_t \), and \( \sum_{t=n}^{n+N} S_{t-i} \) is used to represent the summation of the target area of inter-frames, utilizing the previous \( n \) frames to prevent errors caused by slow occlusions. At time \( t \), color distribution of the gray value \( i \) is denoted as \( C_i(t) \), and \( M_c \) is used to compare color histogram similarity of two consecutive frames. Th decision rule is defined as Equation (3) when combining two features. Here, \( \tau_c \) is one defined threshold value with the range from 0.21 to 0.33.

\[
M_t = M_s \times M_c \begin{cases} 
\text{occclusion happens}, & M_t > \tau_c \\
\text{no occulsion}, & M_t \leq \tau_c
\end{cases}
\]

4.3. Recognition based on the Histogram Changing Rate

Our focus in this paper is to study group behavior based on multi-objects tracking. It is very difficult to obtain an accurate recognition result because of group density and complex scenes. Too many additional conditions will lead to complications and slow processing for the detection and tracking algorithms, so we try to use a common computer with a Windows operating system and ordinary camera without other conditions to achieve good real-time tracking. According to the common process, using a simple algorithm for detection and real-time tracking may not be satisfactory. Thus, the difficulty of our research in this paper is to determine what kind of algorithm to use and what kind of method to combine these algorithms to achieve an optimal tracking result with relatively low time-consuming cost. Through experimental verification, our choice is to detect the moving targets based on the Gaussian background mixture models and get better contours of the targets by adopting some morphological operations for foregrounds. Morphological operations also help to eliminate the adhesion of the moving target in the small area of the foreground image to set a good foundation for the subsequent tracking algorithm. Then, the real-time Cam-Shift tracking algorithm is used to track the moving objects. Because the group behavior may be obscured between certain moving objects, several targets are considered as one whole target if occlusion happens. Compared to the pyramid Lucas-Kanade algorithm, the Cam-Shift tracking algorithm does better in terms of real-time tracking performance, especially when tracking large amounts of consecutive videos. In the final group behavior recognition, histogram changes computed by the Cam-Shift algorithm are key factors, which is the number of changes of the histogram between frames in the video. Measuring speed changes and proportion changes in the histogram is used to determine whether the group behavior is normal or abnormal behavior. A flowchart of this system is shown in Figure 4.

This system uses the number of changes of the histogram to identify the behavior of the group. That is, the number of histograms in the current frame is compared with the number of histograms in the previous frame. Equation (4) is used to calculate whether the number of histograms entering the current frame is increased or decreased and whether the change rate of the histogram is increasing at a constant speed, suddenly increasing, decreasing at a constant speed, or suddenly decreasing. Group behavior is measured based on these two features as Equation (4) and Equation (5).
Because of the multi-targets tracking in the group, it is possible to lose one tracking object by keeping two or three obscured objects as one object with one marking box to track one individual. Therefore, in the above equation, the average value of the number of histograms of the preceding \( n \) frames from the current time \( t \) is computed. \( W_{Si} \) represents the tracking of the histogram box at current time \( t \), and \( W_{j} \) represents the changing tracking box when there are new objects running into or out of the tracking box, that is, \( W_S = \sum_{i=1}^{T} (W_{Si} - W_{Si-1}) \). If \( W_S \) is a positive number, it indicates that the number of people in the frame of the video increases, and further decision is computed based on the change rate of the tracking box and the threshold. If \( W_S \) is negative, it indicates that the number of people in the frame of the video decreases, and further computation is completed to determine the escape event-based change rate of the tracking box and threshold. \( \tau_h \) is the high threshold for judging the existence ratio of the histogram, and \( \tau_l \) is the low threshold for judging the existence rate of the histogram. \( \tau_f \) is the fast threshold in the histogram change speed measure, and \( \tau_s \) is the slow threshold in the histogram change speed measure. Here, \( \tau_h \) and \( \tau_f \) thresholds are used to track the behavior of the population in the Time 14-5 video in PETS09, and \( \tau_l \). \( \tau_s \) are calculated using the UMN data video source 1.

5. Experimental Discussions

Applications of the Cam-Shift tracking result is shown in Figure 5 for the UMN data set and PETS2009 data set. The occlusion result is shown as (a). In the left part of frame image (a), occlusions exist between two persons. Our algorithm considers two persons as one object, marking them with one tracking box. Frame images (b), (c) and (d) are Cam-shift tracking results for different scenes.
Applications of the histogram change rate to identify the group behavior is shown in Figure 6.

Because group behavior recognition is based on the histogram change rate, the histogram is not changed at the right moment when the group is about to change. Thus, with the frame that is currently changing as the starting frame, the fifth frame thereafter detects the alarm information. As shown in Figure 6, a1 is the second frame after the group behavior changes. No alarm information is detected because the histogram has not changed significantly in the current situation. a2 and a3 in Figure 6 detect the alarm information because there are some persons in the video running out of the frame image, resulting in the number of histogram and frequency changes of the histogram reducing or increasing. In this case, the alarm behavior information is detected. Similarly, c1 in Figure 6 does not detect the alarm information because the histogram has not changed, while c2 detects the alarm information because the histogram changes.

Now, some experimental results in data format are given to verify our algorithm based on the UMN data set and PETS2009 data set. For the UMN data set, one comprehensive video is downloaded from the website where the UMN data set is located, including three small videos in different environments. One video modification software is adopted to divide the source video into three small scenes videos. Then, experimental verification is completed on the three videos. Experimental results for our abnormal behavior recognition algorithm in the video is shown in Table 1. Results for the pyramid Lucas-Kanade algorithm is shown in Table 2 for the same data.
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<table>
<thead>
<tr>
<th>experimental video</th>
<th>Total number of video frames</th>
<th>Test the number of abnormal frames</th>
<th>Actual number of abnormal frames</th>
<th>Actual normal frame number</th>
<th>Test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>video1</td>
<td>597</td>
<td>111</td>
<td>128</td>
<td>469</td>
<td>86.72%</td>
</tr>
<tr>
<td>video2</td>
<td>409</td>
<td>121</td>
<td>134</td>
<td>275</td>
<td>90.30%</td>
</tr>
<tr>
<td>video3</td>
<td>623</td>
<td>91</td>
<td>105</td>
<td>518</td>
<td>86.67%</td>
</tr>
</tbody>
</table>

Similar to the previous steps, the PETS2009 data set with the frame-by-frame collection is downloaded, including S1L1, S1L2, ..., S3HL and other video sets. Each video set is divided into several small video sets. We use small videos of different sports situations in three different scenes. Table 3 shows the statistical results of our Cam-Shift tracking combining histogram changing rate method. Table 4 shows the statistical results of the pyramid L-K energy method. It can be seen from Table 2 and Table 4 that the pyramid Lucas-Kanade algorithm uses the corners as the feature points to calculate the energy information of the group, utilizing the population energy to determine the accuracy of the group behavior. This is consistent with the Cam-Shift tracking algorithm using the histogram to recognize the group behavior.

<table>
<thead>
<tr>
<th>experimental video</th>
<th>Total number of video frames</th>
<th>Test the number of abnormal frames</th>
<th>Actual number of abnormal frames</th>
<th>Actual normal frame number</th>
<th>Test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1_LIT1357</td>
<td>220</td>
<td>0</td>
<td>0</td>
<td>220</td>
<td>100%</td>
</tr>
<tr>
<td>S1_L1_V001</td>
<td>89</td>
<td>31</td>
<td>34</td>
<td>55</td>
<td>91.18%</td>
</tr>
<tr>
<td>S3_HLT1416</td>
<td>222</td>
<td>110</td>
<td>130</td>
<td>92</td>
<td>84.62%</td>
</tr>
</tbody>
</table>

However, for real-time tracking, abnormal group behavior recognition based on the Cam-Shift algorithm tracking and changing of the histogram is faster. Regardless of the type of video, the Cam-Shift tracking algorithm and the histogram changing rate recognition algorithm proposed in this paper are relatively stable. Therefore, the recognition algorithm based on our Cam-Shift tracking algorithm has the advantage of large-scale video processing, as shown in Table 5.

<table>
<thead>
<tr>
<th>experimental video</th>
<th>L-K processing frames / s</th>
<th>Our Cam-Shift processing frames / s</th>
<th>Cam-Shift / L-K ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>video 1</td>
<td>4.95</td>
<td>28</td>
<td>5.66</td>
</tr>
<tr>
<td>video 2</td>
<td>4.95</td>
<td>28</td>
<td>5.66</td>
</tr>
<tr>
<td>video 3</td>
<td>4.95</td>
<td>28</td>
<td>5.66</td>
</tr>
<tr>
<td>S1_LIT1357</td>
<td>4.91</td>
<td>28</td>
<td>5.73</td>
</tr>
<tr>
<td>S1_L1_V001</td>
<td>4.91</td>
<td>28</td>
<td>5.73</td>
</tr>
<tr>
<td>S3_HLT1416</td>
<td>4.91</td>
<td>28</td>
<td>5.73</td>
</tr>
</tbody>
</table>

6. Conclusions

Group behavior recognition is very important for intelligence surveillance. Our goal is to design a fast real-time group activity recognition algorithm without other auxiliary data. In order to run on simple computers with simple configurations, real-time with low computational cost is the primary requirement of our algorithm. With captured videos, the Gaussian filter and median filter are first called to remove noise in frame images. Then, the Gaussian mixture model algorithm is adopted to extract foregrounds. Morphological operation is applied on the foregrounds to achieve optimal results. Because group behaviour may be obscured between certain moving objects, several targets are considered as one whole target if occlusion happens. Compared to the pyramid Lucas-Kanade algorithm, the Cam-Shift tracking algorithm performs better in real-time tracking, especially when tracking large amounts of consecutive videos. Measuring speed changes and proportion changes in the histogram is used to determine whether the group behaviour is normal or abnormal behaviour. Experimental results validated our group behaviour recognition algorithm.
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