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Abstract

Many recent data center servers are built with NUMA (Non-Uniform Memory Access) characteristics. Accessing remote memory generally takes longer time than accessing local memory. There are a lot of research works that discuss the performance improvement of NUMA multi-core systems. However, rare research work considers reducing the energy cost of NUMA multi-core systems. This work studies reducing energy cost of multi-threaded programs on NUMA architectures using DVFS (Dynamic Voltage and Frequency Scaling) adjustment strategy. We consider three factors of the multi-threaded programs which influence the energy saved by our DVFS adjustment strategy. These three factors are: (1) the memory access intensity of parallel programs; (2) the proportion of remote memory access; (3) the ratio between remote and local memory access latency. In addition, we propose two DVFS adjustment strategies to save the energy cost of multi-threaded programs. The energy-saving effect of these two DVFS adjustment strategies is influenced by these three factors. Two DVFS adjustment strategies can save maximally 20\% and 39.2\% of total energy when considering one factor and 33.3\%, 48.1\% of total energy when considering two factors, respectively.
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1. Introduction

Multiple memory controllers can improve the scalability of multi-core systems and therefore lead to the characteristics of NUMA (Non-Uniform Memory Access). At present, cloud servers are composed of certain number of processor nodes which have their own memory controllers. Each node contains a multi-core processor, a main memory and a memory controller. These nodes are combined by high speed inter-connect links so as to form a cache-coherent memory system. All cores of CPUs can access memory in all nodes transparently by means of shared memory coherence protocol. Accessing the program data which is allocated on the local node only needs to go through a local in-memory controller. Accessing the program data which is allocated on remote node has to go through the inter-connect link and a remote memory controller. The time of accessing remote memory (310 cycles) is much longer than the time of accessing local memory (190 cycles), which is as shown in Figure 1. This property is described as NUMA.

High energy consumption is one of the major challenges to be solved in designing the NUMA multicore systems and other systems [1,25]. The memory access time imbalance among cores in different nodes is one source of energy inefficiency. For example, in a fork-join parallel programming model (e.g., OpenMP parallel for regions [3,21]), the total work is evenly distributed among all threads. All threads can arrive at synchronization points (e.g., barriers) simultaneously if the memory access time is nearly the same for all threads. However, due to the characteristics of NUMA multi-core systems, some threads have to access the data, which is allocated on remote node; thus, those have longer memory access time. As shown in Figure 2, the initial thread T1 initializes all program data on local node. Thread T2, T3 and T4 are also located on the local node. Therefore, they all have low memory access time due to the fact that they only need go through
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the local memory controller to access local data. Thread T5 is located on the remote node. As a consequence, T5 has very high memory access time because it has to go across the inter-connect link and remote memory controller to access remote data. Thread T1, T2, T3 and T4 have to busy wait for Thread T5 arriving at synchronization points, even if they finish their allocated work much earlier than Thread T5. During the busy waiting phase, they cost the same power when they are doing useful work.

![Diagram of local and remote memory access latencies](image)

Figure 1. The memory access latencies of local and remote memory on NUMA architecture

There are two ways to save energy on NUMA multicore systems. Firstly, we can turn off the core which has nothing useful to do but busy wait. During the turn-off phase, the CPU core only consumes the leakage power, which is much smaller than the dynamic power of the CPU core. In our paper, this way is called before-hand DVFS adjustment strategy, due to the fact that this strategy can be used as long as the CPU core has nothing useful to do [2]. Secondly, the DVFS (Dynamic Voltage and Frequency Scaling) technology can be used to save a large amount of energy consumed by the CPU core by adjusting the frequency of the CPU core. Increasing or decreasing the voltage of the CPU core can speed up or slow down the frequency of the CPU core. The performance of the CPU core is in proportional to the frequency of the CPU core. We can cut down the runtime of the thread by speeding up the frequency of the CPU core and prolong the runtime of the thread by slowing down the frequency of the CPU core. The power cost of the CPU core is the square of the frequency of the CPU core. Slowing down a little of the frequency of the CPU core can save a large amount of energy due to the fact that the wasted energy is the cube of the frequency of the CPU core [15,17]. In our paper, this technology is called back-hand DVFS adjustment strategy due to the fact that this strategy can be used only after the essential runtime information. For example, which threads will finish their work earlier, is acquired by this strategy.

![Runtime imbalance caused by the non-uniform memory access time](image)

Figure 2. Runtime imbalance caused by the non-uniform memory access time

![Runtime balance by using of the DVFS adjustment strategy](image)

Figure 3. Runtime balance by using of the DVFS adjustment strategy

In Figure 2, Thread T5 is called the critical thread due to the fact that it lags down the overall performance of the multi-threaded program and all the other threads have to wait it to finish. The other threads T1, T2, T3 and T4 are called non-critical threads because their runtime is shorter than the runtime of T5. Extending the runtime of threads T1, T2, T3 and T4
does not influence the finish time of the multi-threaded program as long as the runtime of threads T1, T2, T3 and T4 is not longer than the runtime of Thread T5. Extending the runtime of these threads means that we can slow down the frequency of the CPU cores that run these threads [16]. In the ideal situation, we can maximally slow down the frequency of the CPU cores to make the critical thread and non-critical threads arriving at synchronization points simultaneously, which is as shown in Figure 3. In this way, we can save the maximally amount of energy.

The rest of this paper is structured as follows: Section 2 introduces the motivation of our work. Section 3 describes the mathematical analysis model [26]. Section 4 presents the simulation results. Related work and conclusions are given in Section 5 and Section 6, respectively.

2. Motivation

The NUMA multicore machine is shown in Figure 1. The machine consists of 2 NUMA nodes. There are 4 cores on each NUMA node. 2 NUMA nodes are connected by the inter-connect link. Each NUMA node has its own memory, which is connected directly to it. Furthermore, it can access the memory of other NUMA nodes through the inter-connect link. The cores on the NUMA node access the memory of its own node only through the local memory controller. The cores which need to access the memory of other NUMA nodes have to cross the inter-connect link and the remote memory controller. The cores have low memory access latency when they access local memory; they have high memory access latency when they access remote memory.

We use a case to illustrate the motivation of our work. A multi-threaded program runs on the NUMA machine, as shown in Figure 1. At the beginning of the execution phase of the multi-threaded program, the initial thread of the multi-threaded program initializes all the program data on the NUMA node on which the initial thread allocates. This is due to the fact that the parallel program programmers always allocate equal number of work for each thread to satisfy the load balancing condition of the operating system and threads always execute the same piece of code [6,12], we can conclude that $N_{memory}$ is highly similar for all the threads of one multi-threaded program. Some researches support the assumption that all threads of one multi-threaded program have very similar characteristics compared with each other [14,28]. Therefore, we assume the $N_{memory}$ is equal to all threads of one multi-threaded program. $L_{local}$ and $L_{remote}$ are fixed values which are determined by the system hardware characteristics and $L_{remote}$ is bigger than $L_{local}$. According to equation (1), $T_{memory}$ is only influenced by $R_{i,local}$ and $R_{i,remote}$. Due to the fact that the program data is allocated on Node 0, the $R_{local}$ of the thread on Core 1 is higher than the $R_{local}$ of the thread on Core 5 and the $R_{remote}$ of the thread on Core 1 is lower than the $R_{remote}$ of the thread on Core 5. Therefore, $T_{memory}$ of the thread on Core 1 is smaller than $T_{memory}$ of the thread on Core 5. From the above, the total execution time of the thread on Core 1 is smaller than that on Core 5. The thread on Core 1 will get earlier than the thread on Core 5 at synchronization points (e.g., the barriers) of the multi-threaded program.

We can use the DVFS method to slow down those threads that arrive earlier at the synchronization points. The speed of cores is proportional to clock frequency. Using lower clock frequency of Core 1 makes the thread on Core 1 run slower. Choosing the right low clock frequency of Core 1 can make the thread on Core 1 arrive almost simultaneously at synchronization points with the thread on Core 5. The power cost of the core is the cube of the clock frequency of the core. Therefore, reducing the clock frequency of cores can save a large amount of energy during the execution phase of the multi-threaded program.

We discovered one example of this circumstance in real-world environments. We run the streamcluster benchmark from the Parsec benchmark [5] on the NUMA machine, as shown in Figure 1. We use the numatop tool [27] to record the
performance data during the execution phase of *streamcluster*. The recorded data is shown in Table 1. RMA(K) and LMA(K) mean the number of remote and local memory access (unit: 1000), respectively. RPI(K) and LPI(K) mean the RMA and LMA normalized by 1000 instructions, respectively.

<table>
<thead>
<tr>
<th>NODE</th>
<th>RPI(K)</th>
<th>LPI(K)</th>
<th>RMA(K)</th>
<th>LMA(K)</th>
<th>RMA/LMA</th>
<th>CPI</th>
<th>CPU%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>11.6</td>
<td>360.5</td>
<td>500710.2</td>
<td>0.0</td>
<td>1.79</td>
<td>74.1</td>
</tr>
<tr>
<td>1</td>
<td>11.6</td>
<td>0.0</td>
<td>498266.9</td>
<td>1037.8</td>
<td>480.1</td>
<td>2.30</td>
<td>94.8</td>
</tr>
</tbody>
</table>

From Table 1, we can conclude that the program data is allocated on Node 0 because almost all memory accesses on Node 0 are local memory accesses while almost all memory accesses on Node 1 are remote memory accesses. The LMA(K) of Node 0 is nearly equal to the RMA(K) of Node 1. We can also discover that both the CPI and CPU% of Node 0 is about 22% lower than that of Node 1. In this example, we can find out the enormous amount of remote memory access of Node 1 makes the threads on Node 1 arrive later at the synchronization points [22]. On the contrary, the memory accesses of threads on Node 0 are almost local. The threads on Node 0 arrive earlier at the synchronization points and make the cores of Node 0 have nothing to do but wait for the threads on Node 1 arriving at the synchronization points. Reducing clock frequency of the cores on Node 0 can make the threads on both Node 0 and Node 1 arrive at the synchronization points simultaneously. We can make the clock frequency of the cores on Node 0 22% slow down and not influence the overall performance of *streamcluster*. In this way, we save 1-(1-22%)^2=52.5% of total energy of Node 0 during the execution period of *streamcluster* program.

### 3. Analysis Model

A two-node NUMA system is used in our analysis model. The critical thread and non-critical thread run on the local and remote node, respectively. We use a model that considers the execution time of threads, the power cost of cores and the DVFS adjustment strategies of cores. The execution time of threads includes the memory access time and the compute time. The power cost of cores contains the dynamic power cost of cores and the static power cost of cores. The DVFS adjustment strategies of cores comprises the before-hand adjustment strategy and the back-hand adjustment strategy.

#### 3.1. Considering the Execution Time of Threads

The execution time of threads is $T_{total}$. Assume the memory access time $T_{memory}$ and the compute time $T_{compute}$ occupies $\alpha$ and $1-\alpha$ percent of $T_{0}$, respectively. The equation is given below:

$$
T_{total} = T_{memory} + T_{compute} = \alpha T_{local} + (1-\alpha)T_{total}
$$

The memory access time can be divided as the local memory access time $T_{m_{local}}$ and the remote memory access time $T_{m_{remote}}$:

$$
T_{m_{total}} = T_{m_{local}} + T_{m_{remote}}
$$

We define $T_{total}$ is the total executed instruction number of the thread when it runs between two synchronization points. Assume the local and remote memory access instruction number is $N_{local}$ and $N_{remote}$ respectively. The local and remote memory access latency is $L_{local}$ and $L_{remote}$, respectively. $N_{local}$ and $N_{remote}$ accounts for $R_{local}$ and $R_{remote}$ percent of the total instruction number $N_{total}$. We have the equations below:

$$
T_{m_{local}} = R_{local} \cdot N_{total} \cdot L_{local}
$$

$$
T_{m_{remote}} = R_{remote} \cdot N_{total} \cdot L_{remote}
$$

And,

$$
R_{local} + R_{remote} = 1
$$
We define the ratio between $L_{\text{remote}}$ and $L_{\text{local}}$ is $N_{\text{factor}}$, which describes how many times larger is the remote memory access latency than the local memory access latency on the NUMA system.

$$T_{\text{memory}} = T_{\text{re-local}} + T_{\text{re-remote}}$$

$$= R_{\text{local}} * N_{\text{total}} * L_{\text{local}} + N_{\text{total}} * N_{\text{factor}}$$

$$= N_{\text{total}} * L_{\text{local}} * (R_{\text{local}} + R_{\text{remote}} * N_{\text{factor}})$$

(7)

$N_{\text{total}}, L_{\text{local}}$, and $N_{\text{factor}}$ is the same to all threads on different NUMA nodes. The only difference for threads on different NUMA nodes is $R_{\text{local}}$ and $R_{\text{remote}}$. The thread with the largest $R_{\text{remote}}$ will take the longest $T_{\text{memory}}$ and the longest total execution time $T_{\text{total}}$. This thread is called the critical thread. We assume $N_{\text{total}} * L_{\text{local}}$ is equal for all threads. According to the above equations, we have:

$$T_{\text{total}} = \alpha * (R_{\text{local}} + N_{\text{factor}} * R_{\text{remote}})T_{\text{total}} + (1 - \alpha)T_{\text{total}}$$

(8)

3.2. Considering the Power Cost of Cores

The power cost of the core is given below:

$$P = P_{\text{dynamic}} + P_{\text{leakage}}$$

(9)

According to [13], the dynamic power cost $E_{\text{dynamic}}$ is the cube of the clock frequency of the core and the leakage power cost $E_{\text{leakage}}$ is in proportional to the clock frequency of the core. $C_d$ and $C_l$ are the specific parameters, which are only determined by the system hardware. We have the following equations:

$$P_{\text{dynamic}} = C_d * f^3$$

(10)

$$P_{\text{leakage}} = C_l * f$$

(11)

According to equation (9), (10) and (11), we have the following equation:

$$P = C_d * f^3 + C_l * f$$

(12)

3.3. Considering the DVFS Adjustment Strategies of Cores

In the following, we consider two different DVFS adjustment Strategies.

3.3.1. Before-hand DVFS Adjustment Strategy

The before-hand DVFS adjustment strategy indicates that the frequency of cores which run non-critical thread is the same to the frequencies of cores which run critical thread. The cores which run non-critical threads will turn off their cores when they have finished their work. In the turn-off stage of cores, the cores only consume the leakage power. Before-hand DVFS adjustment strategy does not need the runtime information, which records the speed of threads during the parallel program execution. The energy cost of the critical thread and non-critical thread is given by the following equations, respectively:

$$E_c = C_d * f_{c}^3 * T_c + C_l * f_c * T_c$$

(13)

$$E_{nc} = C_d * f_{nc}^3 * T_{nc} + C_l * f_{nc} * T_{nc}$$

(14)

And,
According to (8), we have:

\[ T_{nc} = \frac{\alpha(R_{nc} + N_{factor} * R_{nc}) + (1-\alpha) \cdot N_{factor} \cdot T_{nc}}{\alpha(R_{nc} + N_{factor} * R_{nc}) + (1-\alpha)} \]  

(16)

According to the equation (8) and (13), (14), (15), we have:

\[ E_{nc} = E_{c} \cdot \frac{\alpha(R_{nc} + N_{factor} * R_{nc}) + (1-\alpha)}{\alpha(R_{nc} + N_{factor} * R_{nc}) + (1-\alpha)} \]  

(17)

Assume:

\[ \frac{\alpha(R_{nc} + N_{factor} * R_{nc}) + (1-\alpha)}{\alpha(R_{nc} + N_{factor} * R_{nc}) + (1-\alpha)} = A \]  

(18)

The saved energy \( E_{before} \) of the before-hand DVFS adjustment strategy is:

\[ E_{before} = E_{c} - E_{nc} = (1-A) \cdot E_{c} \]  

(19)

If the DVFS adjustment strategy is not used, the local node and remote node both consume \( E_{c} \) energy. If the before-hand DVFS adjustment strategy is used, the local node and remote node consume \( E_{nc} \) and \( E_{c} \) energy, respectively. The percent of energy saved is:

\[ P_{before} = \frac{2E_{c} - (E_{nc} + E_{c})}{2E_{c}} = \frac{1-A}{2} \]  

(20)

### 3.3.2. Back-hand DVFS Adjustment Strategy

The back-hand DVFS adjustment strategy represents that we change the clock frequencies of the cores, which run non-critical threads dynamically, to guarantee the critical thread and non-critical threads can almost arrive at synchronization points simultaneously. This DVFS adjustment strategy needs the runtime information, which records the speed of threads to guide us, to adjust the clock frequencies of the cores that run non-critical threads.

We assume that \( f_{c} \) and \( f_{nc} \) are the clock frequencies of the core, which runs the critical thread and non-critical thread respectively. The execution time of the critical thread and non-critical thread is \( T_{c} \) and \( T_{nc} \), respectively. In order to make the execution time of the critical thread and non-critical threads the same, the clock frequency of the core will be proportional to the total execution time of the critical thread and non-critical threads. We have the following equation:

\[ f_{nc} = \frac{T_{nc}}{f_{c}} = \frac{\alpha(R_{nc} + N_{factor} * R_{nc}) + (1-\alpha)}{\alpha(R_{c} + N_{factor} * R_{c}) + (1-\alpha)} = A \]  

(21)

We can change the value of \( f_{nc} \) to make it satisfy the equation (21), which makes the critical thread and non-critical threads arrive at synchronization points simultaneously:

\[ T_{c} = T_{nc} \]  

(22)

According to (13), (14), (21) and (22), we have:

\[ E_{nc} = C_{d} \cdot f_{nc}^3 \cdot T_{nc} + C_{l} \cdot f_{nc} \cdot T_{nc} \]

\[ = C_{d} \cdot A^3 \cdot f_{c}^3 \cdot T_{c} + C_{l} \cdot A \cdot f_{c} \cdot T_{c} \]  

(23)
The saved energy $E_{\text{back}}$ of the back-hand DVFS adjustment strategy is:

$$
E_{\text{back}} = E_{\text{c}} - E_{\text{nc}}
$$

$$
= C_d * f_c ^ 3 * T_c * (1 - A) + C_l * f_c * T_c * (1 - A)
$$

$$
= (1 - A) * (C_d * f_c ^ 3 * T_c + C_l * f_c * T_c) + (A + A^2) * C_d * f_c ^ 3 * T_c
$$

$$
= (1 - A) * E_c + (A + A^2) * C_d * f_c ^ 3 * T_c
$$

(24)

Compared with the equation (19) and (24), we can find that the back-end DVFS adjustment strategy can save more energy than the before-hand DVFS adjustment strategy.

In the actual situation, the dynamic energy cost $C_d * f_c ^ 3 * T_c$ is much larger than the leakage energy cost $C_l * f_c * T_c$. Therefore, the equation (24) can be approximated to:

$$
E_{\text{back}} \approx C_d * f_c ^ 3 * T_c * (1 - A^2) + C_l * f_c * T_c * (1 - A^2)
$$

$$
= (1 - A) * E_c
$$

(25)

The percent of energy saved is:

$$
P_{\text{back}} = \frac{2E_c - (E_c + E_{\text{nc}})}{2E_c} = \frac{1 - A^2}{2}
$$

(26)

4. Simulations

We will compare the energy saved by before-hand and back-hand DVFS adjustment strategy. According to equation (19) and (24), the percent of energy saved is only influenced by $A$. $A$ is influenced by three factors: $\alpha$, $R_{\text{local}}$ (or $R_{\text{remote}}$) and $N_{\text{factor}}$. In the following, we simulate how the saved energy is influenced by the three factors under before-hand and back-hand DVFS adjustment strategy, respectively.

4.1. Varying the Memory Intensity of Parallel Programs

In this circumstance, the proportion of memory access instructions is the only varying parameter. We assume $\alpha$ is the variable which correspond to the proportion of memory access instructions. $R_{\text{ine}}$ and $R_{\text{nc}}$ for the non-critical thread is 75% and 25% respectively. $R_{\text{c}}$ and $R_{\text{nc}}$ for the critical thread is 25% and 75% respectively. $N_{\text{factor}}$ is equal to 1.5 on the basis of the mainstream NUMA systems [23]. According to equation (20) and equation (26), the percent of energy saved, as shown in Figure 4.

As shown in Figure 4, the percent of saved energy increases with the proportion of memory access instructions of the parallel program. The back-hand DVFS adjustment strategy can save more energy the before-hand DVFS adjustment strategy when increasing the proportion of memory access instructions $\alpha$. If all instructions of the parallel program are memory access instructions ($\alpha=1$), the before-hand and back-hand DVFS adjustment strategy can save maximally 9.1% and 22.6% of total energy respectively.

![Figure 4. Percent of energy saved when changing the proportion of memory access instructions](image-url)
4.2. Varying the Proportion of Local and Remote Memory Access

In this case, the proportion of remote memory access is the only varying parameter. \( R_{l,c} \) is the variable that corresponds to the proportion of remote memory access of the critical thread. \( R_{l,c} \) is equal to 1 minus \( R_{r,c} \). If the data is remote data for critical threads, it will be local data for non-critical threads. We can find out that \( R_{r,c} = R_{l,nc} \). The proportion of memory access time \( \alpha \) is assumed to be 50\% and \( N_{factor} \) is assumed to be 1.5, which is the same as the previous section. According to equation (20) and (26), the percent of saved energy is as shown in Figure 5.

As shown in Figure 5, the percent of saved energy increases with the proportion of remote memory access. The back-hand DVFS adjustment strategy saves more energy than the before-hand DVFS adjustment strategy when increases the proportion of remote memory access \( R_{r} \). If all memory accesses are remote memory access (\( R_{r} = 100\% \) and \( R_{r} = 0\% \)), the before-hand and back-hand DVFS adjustment strategy can save maximally 10\% and 24.4\% of total energy respectively.

![Figure 5. Percent of saved energy when changing the proportion of remote memory access](image)

4.3. Varying the Ratio between Local and Remote Memory Access Latency

In this circumstance, the ratio between remote memory access latency and local memory access latency is the only varying parameter. \( N_{factor} \) is the variable which is correspond to ratio between remote and local memory access latency. Based on current mainstream NUMA systems, \( N_{factor} \) is between 1.5 to 2 [20]. The scope of \( N_{factor} \) is extended from 1 to 5 in our work in order to study how the saved energy changes with \( N_{factor} \). The proportion of memory access instructions is assumed to be 50\%, which is the same as the previous section. \( R_{l,c} \) and \( R_{r,c} \) for critical thread is assumed to be 25\% and 75\% respectively. \( R_{l,nc} \) and \( R_{r,nc} \) for non-critical thread is 75\% and 25\% respectively. According to equation (20) and equation (26), the percent of saved energy is as shown in Figure 6.

As shown in Figure 6, the percent of saved energy increases with the ratio between remote and local memory access latency. The back-hand DVFS adjustment strategy can save more energy the before-hand DVFS adjustment strategy when \( N_{factor} \) (the ratio between remote and local memory access latency) is increased. If the latency of the inter-connect link between two NUMA nodes is extremely large (\( N_{factor}=5 \)), the before-hand and back-hand DVFS adjustment strategy can save maximally 20\% and 39.2\% of total energy respectively.

![Figure 6. Percent of saved energy when changing the ratio between remote and local memory access latency](image)
4.4. Considering Three Factors

We compare the three factors in the above sections and find that $N_{\text{factor}}$ is the most performance influence factor among the three. It means that our DVFS adjustment strategy has the best effect when the latency of inter-connect link between NUMA nodes is very large. These three factors can influence the energy saved by the DVFS adjustment strategy. The ratio between remote and local access latency is the first critical factor which we should consider. If the latency of remote memory access is just a little bigger than the latency of local memory access, the energy saved by DVFS adjustment may be small.

Afterwards, we find that $\alpha$ and $R_{\text{local}}$ (or $R_{\text{remote}}$) have almost the same influence on the energy saved by DVFS adjustment strategy. From the analysis of Figure 4, 5 and 6, the influence effects of these three factors on the energy saved by DVFS adjustment strategies have the following relations: $N_{\text{factor}} > R_{\text{local}} \approx \alpha$.

What is more, we study how the saved energy changes when two of three factors are variables. In Figure 7(a), 7(b) and 7(c), $N_{\text{factor}}$, $R$, and $\alpha$ is assumed to be 1.5, 0.75, 0.5, respectively. The other two factors of the three in each sub-figures are variables. This assumption is the same for Figure 8(a), 8(b) and 8(c).

From Figure 7 and 8, we can find out that considering two factors can save more energy than only considering one factors. In Figure 7, we can save maximally 16.7%, 25%, 33.3% of total energy, respectively. In Figure 8, we can save maximally 35.2%, 43.8%, 48.1% of total energy, respectively. The back-hand DVFS adjustment strategy can also save more energy than before-hand DVFS adjustment strategy when we change two factors of three. It can save more energy when these two factors include $N_{\text{factor}}$ which is the ratio between remote and local memory access latency.
5. Related studies

Previous research has focused on optimizing the performance of NUMA multi-core systems. A rich collection of research work focused on addressing the performance bottlenecks caused by shared resource contention. The cores on the same NUMA node compete for the on-chip shared memory resources (such as memory controllers, instruction pre-fetch units and last-level cache), which is discussed in [7, 9, 10, 28]. Moreover, a large amount of research work extensively studied the performance problem caused by data locality on NUMA multi-core systems. The data locality problem is important on NUMA multi-core systems because that remote data access has to go across the inter-connect links and remote memory controller. It takes more time and has lower data-transfer bandwidth than local memory access, as discussed in [18, 19, 24]. However, there are rare research work which discusses about reducing energy cost of multi-threaded programs on NUMA systems.

One of the most similar research work with ours was taken by Su et al. [23]. They proposed an optimal thread mapping algorithm which considered the local memory access and critical path problem. The critical path was calculated by the number of local memory access and remote memory access. The algorithm used the critical path information to guide thread mapping. Thread was mapped onto the memory node which had the lowest critical path. They used the thread mapping mechanism to solve the workload imbalance caused by the NUMA characteristics. However, we use the DVFS adjustment strategy to solve the workload imbalance caused by the NUMA characteristics. Our method is more suitable for the parallel algorithms which use static mapping mechanism.

Another similar research work with ours was proposed by Cai et al. [8]. They proposed a novel mechanism, which used marks to label how many loops had been executed in an OpenMP parallel region. The thread with the least number of executed parallel loops was called the critical thread, which lagged down the overall performance of the multi-threaded program. They also used the DVFS adjustment strategy to speed up the critical thread and slow down non-critical threads. The experiments showed that their mechanism could save a considerable amount of energy while causes negligible
performance loss. Their mechanism collected the runtime information which recorded the number of executed parallel loops to predict the critical degrees of threads on multi-core systems. Nevertheless, our method considers about three factors which could influence the critical degrees of threads on NUMA architectures. Their mechanism needed to modify the source code of the multi-threaded program. Our strategy only needed to record the runtime information of the multi-threaded program and did not need to modify the source code.

Bhattacharjee et al. [4] proposed a predictor which was used to predict critical threads of a multi-threaded program. Their predictor only used the runtime information about L1 instruction, L1 data and L2 cache misses to predict the critical degree of threads. Their predictor had an average accuracy of 93% across a wide range of architectures and benchmarks. In contrast, our model was used to predict the critical degree of threads by using the information about the memory intensity of the parallel program, the ratio of remote access and ratio between remote and local access latency. Our model could be more accurate on NUMA architectures due to the fact that we considered the factors that were related with NUMA characteristics.

6. Conclusions

Rare research work has considered about reducing the energy cost of multi-threaded programs on NUMA architectures. Our work considers energy cost caused by the critical thread of multi-threaded programs on NUMA architectures. Three factors can influence the critical degree of threads: (1) the memory intensity of parallel programs; (2) the proportion of remote memory accesses; (3) the ratio between remote and local memory access latency. Afterwards, the DVFS adjustment strategy can be used to slow down the speed of non-critical threads so as to make the critical thread and non-critical threads arrive at the synchronization points simultaneously. In this way, we can save the energy because of the lower frequency of the CPU cores which run non-critical threads. Before-hand DVFS adjustment strategy can save maximally 20%, 33.3% of total energy and Back-hand DVFS adjustment strategy can save maximally 39.2% and 48.1% of total energy, when considering one factor and two factors respectively.
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