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Abstract

Machine learning model tackles traffic classification effectively. But, it consumes considerable computing resources and computing time, resulting in the difficulty to accommodate large-scale network. In the presented study, GPU-accelerated Support Vector Machines (SVM) is proposed for traffic classification. GPU is used to parallelly calculate the kernel matrix and process the grid traversal of iterative-tuning scheme, in order to accelerate the training and parameters optimization procedure of SVM. Parallel traffic classification is applied to accelerate the classification procedures through the single instruction multiple data paradigm, multithreading and the shared memory of the threads. The experimental results show that the presented method achieves the similar accuracy comparing to the existing CPU-based LibSVM. Furthermore, it ramps up the training speed to 1.53 times and the classification speed to 24 times, which is suitable for the real time classification of high speed backbone networks.
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1. Introduction

Network traffic classification plays a critical role for network administrators to carry out intrusion detection, network monitoring and management. Increasing network applications and protocols use dynamic ports, hidden ports, and encrypted payloads, which invalidates traditional methods based on port and deep packet inspection [7]. The method based on traffic characteristics and machine learning (ML) has attracted more attention [16]. ML-based method does not need to match port number or string in payload. Este et al. proposed a network flow classification method based on support vector machines (SVM) in 2009, which achieved good classification results [8]. Although SVM model gets outstanding results in many classification problems, it consumes a lot of CPU resources and time in training and classification [1]. With the growth of Internet traffic from TB level to ZB level, traffic classification needs to speed up to 10000 per second [18]. Due to SVM, neural networks, decision tree and other machine learning models consume large CPU resources, it is difficult to solve a large-scale and real time network traffic classification problem on traditional commercial machine platform [13].

The graphics processing unit (GPU) is a parallel computing resource, which has advantages of high floating-point computing power, high bandwidth, low energy consumption and high price-quality ratio [2]. With the rapid increasing of the processing ability and the advent of CUDA architecture, GPU was chosen as a general-purpose processing platform, or collaborative computation with CPU [9,20]. Using the CUDA architecture, the parallel processing method based on GPU speeds up the machine learning model to a great extent [12].

In this paper, a traffic classification method is proposed based on GPU-Accelerated SVM. GPU is utilized to parallelly compute the kernel function in model training. Parallel grid traversal is proposed with parallel cross validation. Two-dimensional hash table is applied to select parameters in order to speed up the training and parameters optimization. Single instruction multiple data, multithreading architecture and GPU shared memory are also used to speed up the classification. Experiments are carried out on the open network data set developed by Nprobe project at University of Cambridge. 1.53
times speed-up can be achieved in model training, and 24 times speed-up can be achieved in the classification.

2. Related Work

2.1. Traffic classification method based on machine learning model

Since 2004, a traffic classification method based on statistical features and machine learning models has been proposed. Moore et al. extracted 248 kinds of traffic statistical characteristics, and used the Bayesian classification model for traffic classification [15]. Williams compared the performance of traffic classification methods based on 5 machine learning models such as Bayesian Network, C4.5 decision tree, Naive Bayes (NBD, NBK), Bayesian tree and so on [14]. Nguyen, et al. summarized traffic classification methods based on machine learning model in the aspects of models and features [16].

The SVM model is applied to traffic classification, and the method based on SVM has a very high accuracy in traffic classification [14,17]. But, only a small number of data can be used to carry out the experiment because of the long training and classification time of the SVM model. In order to enable the machine learning model to carry out real time traffic classification on high speed Internet, it is necessary to reduce the training and classification time of the model.

2.2. Parallel traffic classification method

Since GPU shows good performance in image processing and scientific computing, GPU is applied to speed up machine learning models [10]. The parallelization of machine learning models can be carried out from two perspectives: model parallelism and data parallelism [13].

Many researchers have studied parallelization from different hardware perspectives to improve the speed of ML-based traffic classification. Santiago et al. used commercial parallel hardware resources to classify multiple traffic simultaneously [19]. Groleat et al. designed a set of parallel classification architecture based on high performance FPGA and used SVM model to carry out high-speed classification [9]. Jiang et al. used location sensitive hash algorithm to improve K nearest neighbor algorithm on FPGA [11]. Barrionuevo et al. reviewed the problem of using GPU to solve large-scale data. He proposed that GPU was suitable for network traffic analysis and classification [3]. Zhou et al. stored the tree models through the shared memory of GPU and put forward C4.5 decision tree method based on GPU [5]. Lopes et al. suggested a GPU-Oriented Stream Decision Tree (GSDT) and used SIMD architecture to parallel classify network traffic [13].

Due to the excellent performance of GPU in parallel processing large-scale data and the good performance of SVM, GPU-Accelerated SVM model is applied to traffic classification, and GPU-Accelerated method is proposed for parameter selection in model optimization.

3. Traffic classification method based on SVM

3.1. SVM model

SVM is a supervised classification model [6]. The linear and non-separable samples in low dimensional space can be transformed into high dimensional space based on relaxation variable and kernel function. SVM can also solve the multi-classification problem by combining multiple binary classifiers [21]. As shown in Figure 1, the points distributed on both sides of the hyperplane are two kinds of sample points. The SVM model constructs a classification hyperplane $H$ ($H$ is expressed in $wx+b=0$), and it separates two kinds of sample points. In Figure 1, $A$ and $B$ are support vectors for determining the boundary $H_1$; $C$ and $D$ are support vectors for determining the boundary $H_2$; and the interval is expressed in $2/\|w\|$. The essence of SVM is to ensure that the interval is maximized, which is the optimization problem of convex quadratic programming. In Equation (1), $x$ is represented as the eigenvector of the sample, and $y_i$ is represented the category of the sample. By computing the optimal value of $w^*$ and $b^*$, the classified hyperplane can be obtained.

$$\min_{w,b}(\|w\|^2/2) \quad s.t : y_i(w \cdot x + b) \geq 1, i = 1,2,...,N$$  \hspace{1cm} (1)

Therefore, the classification decision function can be expressed as Equation (2):

$$f(x) = sgn (w^* \cdot x + b^*)$$  \hspace{1cm} (2)
\[ f(x) = \text{sign}(w^* \cdot x + b^*) \]  

Figure 1. The graphic representation of a linear SVM

However, it is difficult to use strict hyperplane classification to classify because of the unavoidable data noise. Therefore, a slack variable \( \xi \) is added to SVM to control the tolerance to the wrong samples. Therefore, the SVM model minimizes the error samples at the maximum interval, and the optimization problem for its convex quadratic programming is expressed as Equation (3).

\[
\begin{align*}
\min_{w, b, \xi} & \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i \\
\text{s.t.} & \quad y_i (w \cdot x_i + b) \geq 1 - \xi_i, \quad i = 1, 2, \ldots, N
\end{align*}
\]

\( C \) is a constant, which represents a penalty factor. The greater the \( C \) value, the more penalty for the error classification. In SVM model optimization, we need to select an appropriate value of \( C \), which makes the error samples relatively small, and the interval is maximization. The trained model is the best classification model. By introducing the Lagrange multiplier and KKT conditions, the optimization problem has a dual form, as shown in Equation (4):

\[
\begin{align*}
\min_{\alpha} & \quad \frac{1}{2} \sum_{i,j=1}^{n} y_i y_j (x_i^T x_j) \alpha_i \alpha_j - \sum_{i=1}^{n} \alpha_i \\
\text{s.t.} & \quad \sum_{i=1}^{n} y_i \alpha_i = 0, \quad 0 \leq \alpha_i \leq C
\end{align*}
\]

Linear SVM is effective when the feature space of the input data set is large and the sample is sparse distribution. But when the sample feature space is small, the classification effect of linear SVM will be relatively poor. In order to solve this problem, SVM uses a kernel function to map the samples from low dimensional space to high dimensional space, so that the sample points can be divided. As a result, the problem of the optimization of the dual form can be transformed into a Equation (5).

\[
\begin{align*}
\min_{\alpha} & \quad \frac{1}{2} \sum_{i,j=1}^{n} y_i y_j K(x_i, x_j) \alpha_i \alpha_j - \sum_{i=1}^{n} \alpha_i \\
\text{s.t.} & \quad \sum_{i=1}^{n} y_i \alpha_i = 0, \quad 0 \leq \alpha_i \leq C
\end{align*}
\]

\( K(x_i, x_j) \) is represented as the kernel function between two samples. The common kernel functions in SVM include linear kernel function, polynomial kernel function, RBF kernel function, Sigmoid kernel function and so on. The kernel function used in this paper is RBF kernel function that is radial basis function, which is usually a monotonic function between the distances from any point in space to a central point, as shown in Equation (6):

\[
k(x, y) = \exp(-\gamma \|x - y\|^2)
\]
3.2. Framework of traffic classification based on SVM

The proposed method can be divided into three procedures: data preprocessing procedure, training procedure and classification procedure, as shown in Figure 2:

In the data preprocessing procedure, the statistical characteristics of traffic data with class labels and without class labels are extracted respectively, and the network traffic is expressed as a feature vector form \[8,15\]. In the traffic classification, based on supervised learning, a large number of data with accurate category tagging are needed to train and optimize the classifier. Among them, the data set used for training is called the training set, and the data set for accuracy evaluation becomes a reservation set.

The training procedure involves the kernel function calculation, the penalty factor \(C\) and the kernel parameter \(\gamma\) (RBF kernel function parameter). After the basic model and parameters are obtained, cross validation and parameter selection are used to optimize the \(C\) and \(\gamma\), which can improve the accuracy and robustness of the model. The training of SVM model needs to calculate a large number of kernel functions, mainly including algebraic operation and matrix calculation. The calculation consumes considerable computing resources and computing time with many features. Therefore, the use of parallel computing technology will improve the training speed of the model. In addition, the kernel function used in this study is RBF. In model optimization, cross validation and parameter selection are generally used to get the optimal parameter. Either cross validation or parameter selection requires a lot of computation time. Therefore, the parallelization of these two methods effectively improve the efficiency of model optimization.

In the classification procedure, the unknown traffic is classified by the training SVM traffic classification model, and the classification results are obtained. Because of the independence of different flows, parallel classification of traffic by data parallelization is a feasible way to improve the speed of the classification.

4. Traffic classification method based on GPU accelerating SVM

From the aspect of model parallelism, GPU is used to accelerate parallel computation of kernel function in training procedure, and a method of parallel parameter selection method based on two-dimensional hash data structure and GPU two-dimensional thread block mapping is proposed. From the aspect of data parallelism, in the classification procedure, the parallel classification of network traffic is implemented by SIMD and multithreading architecture, and GPU shared memory.

4.1. Parallel computing method based on GPU in training procedure

The network traffic classification method based on SVM has higher classification accuracy; this method of training model consumes considerable CPU time. The most three time-consuming parts are the kernel function calculation, cross validation and parameter selection under large sample conditions \[10\].

Firstly, the kernel function calculation is parallelized based on GPU. The partial expansion of the RBF kernel function...
is as shown in Equation (7):

\[
k'(x, y) = -\gamma \| x - y \|^2 = -\gamma (x \cdot x + y \cdot y) + 2\gamma (x \cdot y)
\]

GPU cannot directly access data from main memory; therefore, cudamalloc function provided by CUDA allocates video memory and copies the data from main memory to video memory. It is necessary to consider the storage method of matrix when the matrix is copied, because a large number of vector calculations are needed in kernel function calculation. CPU usually adopts the way of row storage, while GPU uses the method of column storage to ensure the accuracy of the calculation of the kernel function through the transformation of the matrix. In addition, the cublas linear algebra acceleration library is applied to simplify the calculation operation of the matrix to optimize the computing process of the RBF kernel function [4].

Secondly, cross validation and parameter selection are parallelized based on GPU, which improves the speed of model parameter optimization. Each GPU grid is made up of multiple blocks, each of which includes a number of threads as a computing unit. The interblock thread is independent and different computing tasks can be performed at the same time; it can support the cross validation of parallelization. For example, five sets of cross validation experiments are needed, and a set of calculations on five blocks of GPU can be carried out respectively, which greatly reduces the time of cross validation.

On the basis of the parallel N-fold cross-validation method, this paper proposes a method for selecting parallel parameters based on grid traversal. Grid traversal method is adopted to select parameters based on CPU [21]. By setting the range of C and \( \gamma \), step size is calculated. It traverses and selects the optimal parameters from multiple parameters. A parallel optimization method based on GPU is also proposed. First, a two-dimensional hash data structure is designed to store the set of parameters (as shown in Figure 3). Each group of parameters corresponds to a two-dimensional cable number. Since the thread index based on GPU started from 1, the first set of parameters is indexed with (1, 1). Then, parameter matrices are set. The two-dimensional thread index supported by GPU is used to get the parameter value stored in the two-dimensional hash data structure, so that a large number of threads of GPU can perform different parameter optimizations at the same time. For example, 5 sets of parameters and 50-fold cross-validation are used to do model optimization. Serial computation for 25 times is needed by using CPU serial computing, and GPU parallel computation can complete 25 times serial computation process at once.

\[
\begin{bmatrix}
C_{1, \gamma_1} & C_{1, \gamma_2} & \cdots & C_{1, \gamma_n} \\
C_{2, \gamma_1} & C_{2, \gamma_2} & \cdots & C_{2, \gamma_n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{m, \gamma_1} & C_{m, \gamma_2} & \cdots & C_{m, \gamma_n}
\end{bmatrix}
\]

Figure 3. Parameter selection matrix

Calculation of the kernel function is also needed in the model optimization procedure. The existing kernel function computing method based on GPU can compute parallel vectors in GPU by calling CPU. It needs to perform the complete computation process of Equation (7). The problem is that partial computation process cannot be parallelized and vector is repeated computation. Therefore, this paper improves the Equation (7) to the Equation (8):

\[
k'(x, y) = -\gamma \| x - y \|^2 = -\gamma (x \cdot x + y \cdot y) + 2\gamma (x \cdot y) = \gamma \left[ 2(x \cdot y) - (x \cdot x + y \cdot y) \right]
\]

In this case, \( \Delta = 2(x \cdot y) - (x \cdot x + y \cdot y) \). For each vector pair \((x, y)\) in the same set of cross-validations, \( \Delta \) is a fixed value.

In CUDA, two keywords are provided for "_device" and "_global", and two different called functions are defined respectively. "_device" defines the device function, which is called and calculated based on GPU. The kernel function calculation process is revised based on the Equation (8). The whole computation process is parallelized in order to avoid repeated computation of vectors. "_global" defines the global function, which is called based on CPU and calculated based on GPU. In the presented calculation process, the calculation of \( \Delta \) vector is first parallelized. Then, the
results are stored in the video memory. The calculation results of kernel function are shared by different parameter optimization procedure in the same group of cross validation. Finally, parallel calculation and model optimization of parameters are implemented in the condition that $\Delta$ is a constant, $C$ and $\gamma$ are the variable.

Algorithm 1. Parallel optimization algorithm for model optimization

<table>
<thead>
<tr>
<th>Input</th>
<th>$M$ //Network traffic training set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P$ //Training parameter set</td>
</tr>
<tr>
<td>Output</td>
<td>$\text{Param}$ //Optimal parameters obtained by model optimization</td>
</tr>
</tbody>
</table>

1. Load training set and parameter set: $M$ and $P$
2. Store $M$ and $P$ in the GPU space through the memory copy: $cuM$ and $cuP$
3. Let $i$ and $j \in [1, \ldots, 5]$, $j \in [1, \ldots, cuM_{row} - 1]$ // $cuM_{row}$ is expressed as the line of $cuM$
4. $cuM_{\text{train}}$ is a training set, and $cuM_{\text{test}}$ is a test set
5. for block $k \in \text{Blocks}$
6.   for thread $l \in \text{Threads}$
7.     Get a row vector $v_i$ of the $cuM_{\text{train}}$, corresponding to the thread $l$
8.     for $v_{i+1} \in cuM_{\text{train}}$
9.         Compute $\Delta_i(v_i, v_{i+1})$ of $v_i$ and $v_{i+1}$ // according to formula 8
10.    Store $\Delta_i(v_i, v_{i+1})$ to Results
11.   end for
12. end for
13. Let $s \in [1, \ldots, cuP_{len}], n \in [1, \ldots, Results_{len}]$
    // $cuP_{len}$ is the length of $cuP$, $Results_{len}$ is the length of Results
14.  for $\text{params} \in cuP$
15.    for $\Delta_n \in \text{Results}$
16.       Compute all $k_n$ according to formula 8 , $\text{params}$ and $\Delta_n$
17.     end for
18. end for
19. Training model models according to different parameters and the value of a kernel function
20. Compute accuracy set $\text{Accs}$ of models on $cuM_{\text{test}}$
21. end for
22. Calculate the average accuracy $\text{Acc}$ of the different parameter groups on all blocks
23. Get the maximum Acc corresponding to parameter group $\text{Param}$

In algorithm 1, $M$ is a network traffic training data set, and $P$ is a set of pre-set training parameters, which includes $C$, $\gamma$, and other parameters of the SVM training model. $\text{Param}$ is the optimal parameter obtained by the model optimization. Training data set and a set of parameters are loaded by step 1 and 2. $M$ and $P$ are stored to the GPU’s memory through the way of memory copy. Step 3 to 23 is a model optimization algorithm for SVM, which includes cross validation, kernel function calculation, parameter selection, and so on. Among them, step 3 defines intermediate variables; step 4 uses cross validation method to divide the training set and tests different block set; step 6 to 12 calculate the $\Delta$ in the Equation (8) in the kernel function and its calculation results are stored; step 13 to 18 carry out the corresponding calculation process of kernel function under different parameter groups; step 19 to 20 trains the model according to different parameter values and core values, and the corresponding accuracy rate set on the cross validation test set is calculated. Step 22 combines the cross
validation results on different blocks and the average accuracy of the corresponding parameters under different parameters is obtained. In step 23, the parameter group corresponding to the maximum average accuracy is obtained, and the group of parameters are the optimal parameters.

4.2. Parallel computing method based on GPU in classification procedure

Due to GPU memory architecture, thread structure and SIMD principles can ensure a large number of threads in block calculate operation data at the same time. At traffic classification procedure, parallel computing method can also enhance the performance of the model. The classification procedure of SVM network traffic based on GPU acceleration mainly consists of two parts: data copy and parallel classification.

(1) Data copy
First of all, the classifier model is stored in main memory and traffic data, which is classified, is copied to the GPU memory through the cudaMemcpy memory copy method. The classifier model is stored by GPU’s shared memory, which ensures that a large number of threads can read the corresponding model data of each thread at the same time.

(2) Parallel classification
Multithreading architecture is used to classify the flows. Firstly, the number of GPU threads used in the classification is set. The feature vector of each flow is copied to a register of thread. Then, the flows are parallel classified by each thread. Finally, the classification results are returned to the CPU storage. Because the parameter information of the model is given, the computation of kernel function in the classification procedure does not involve the problem of multi-parameter computation. The kernel function can be computed parallely by the original method of Equation (7).

5. Experiments

5.1. Experimental environment and data set

The experimental environment used in this paper is as follows: Intel(R) Core(TM)2 Quad CPU Q9500 @ 2.83GHz; 6G DDR3 RAM; Windows 8.1 professional edition; NVIDIA GeForce GTX 750Ti(Graphic Processing Unit Card). NVIDIA GPU has 2GB GDDR5 memory, 640 core stream processing, and computing capacity of 5. The frequency of each core is 1.19GHz. The bandwidth of GPU test is as follows: 4.937GB/s from the host to the device, 4.613GB/s from the device to the host is, and that of the video memory is 86.4GB/s. The program compilation environments used in this article are Microsoft Visual Studio 2013 and CUDA Toolkit 7.

In this paper, SVM method is applied, which is accelerated by GPU, to solve the problem of network traffic classification. The open network data set developed by Nprobe project at University of Cambridge is used to ensure the fairness of the experiment. The data set consists of 10 subsets of data (as shown in Table 1). Each traffic information is composed of 248-dimensional traffic characteristics and one application category information. There are 12 application categories: ATTACK, DATABASE, FTP-CONTROL, FTP-DATA, FTP-PASV, GAMES, INTERACTI, MAIL, WWW, MULTIMEDIA, P2P, SERVICES.

<table>
<thead>
<tr>
<th>data set</th>
<th>duration(s)</th>
<th>the number of flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry 01</td>
<td>1821.8</td>
<td>24863</td>
</tr>
<tr>
<td>Entry 02</td>
<td>1696.7</td>
<td>23801</td>
</tr>
<tr>
<td>Entry 03</td>
<td>1724.1</td>
<td>22932</td>
</tr>
<tr>
<td>Entry 04</td>
<td>1784.1</td>
<td>22285</td>
</tr>
<tr>
<td>Entry 05</td>
<td>1794.9</td>
<td>21648</td>
</tr>
<tr>
<td>Entry 06</td>
<td>1658.5</td>
<td>19384</td>
</tr>
<tr>
<td>Entry 07</td>
<td>1739.2</td>
<td>55835</td>
</tr>
<tr>
<td>Entry 08</td>
<td>1665.9</td>
<td>55494</td>
</tr>
<tr>
<td>Entry 09</td>
<td>1664.5</td>
<td>66248</td>
</tr>
<tr>
<td>Entry 10</td>
<td>1613.4</td>
<td>65036</td>
</tr>
</tbody>
</table>
5.2. Evaluation index

(1) Accuracy
The accuracy is used to evaluate the classification performance of the classifier, as shown in Equation (9).

\[
\text{accuracy} = \frac{\text{Correct number of classified samples}}{\text{Total sample number}} \times 100\%
\]  

(9)

(2) Speedup ratio
Speedup ratio is the ratio of consuming time by the same task in single processor system and parallel processor system. It is used to measure the performance and effectiveness of parallel system or program parallelization, as shown in Equation (10).

\[
S_p = \frac{T_s}{T_p}
\]  

(10)

where \( S_p \) is represented as the program speedup ratio; \( T_s \) is represented as the running time of the program in the serial case; \( T_p \) represents the running time of the program in parallel. Assuming that \( p \) threads execute a parallel program at the same time, the speedup ratio in the ideal situation is \( S_p = p \).

(3) Throughput
The throughput of this article is defined as the number of streams that can be classified within the unit time of the classification model, as shown in Equation (11).

\[
\text{throughput (stream / s)} = \frac{\text{Total traffic number}}{\text{Classification time}}
\]  

(11)

5.3. Experimental results

(1) The accuracy and the speedup ratio of training based on CPU and GPU
The training data set uses the data sets except of entry 07; the test data set uses entry 07, which contains 55835 samples. In the experiment, the two methods use the same RBF kernel function; the parameter \( C \) is 1000, and the \( \gamma \) is 0.1. The results of the experiment are shown in Table 2.

<table>
<thead>
<tr>
<th>the number of training samples</th>
<th>accuracy (%)</th>
<th>training time(s)</th>
<th>speedup ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>94.4676</td>
<td>3.844</td>
<td>1.206</td>
</tr>
<tr>
<td>20000</td>
<td>96.5392</td>
<td>40.937</td>
<td>1.348</td>
</tr>
<tr>
<td>30000</td>
<td>97.3451</td>
<td>69.484</td>
<td>1.352</td>
</tr>
<tr>
<td>40000</td>
<td>97.5902</td>
<td>97.360</td>
<td>1.338</td>
</tr>
<tr>
<td>50000</td>
<td>98.1693</td>
<td>163.531</td>
<td>1.356</td>
</tr>
<tr>
<td>60000</td>
<td>98.3015</td>
<td>221.891</td>
<td>1.375</td>
</tr>
<tr>
<td>70000</td>
<td>98.4962</td>
<td>342.021</td>
<td>1.509</td>
</tr>
<tr>
<td>80000</td>
<td>98.6550</td>
<td>481.265</td>
<td>1.504</td>
</tr>
<tr>
<td>90000</td>
<td>98.6953</td>
<td>715.187</td>
<td>1.416</td>
</tr>
<tr>
<td>100000</td>
<td>98.7079</td>
<td>935.971</td>
<td>1.530</td>
</tr>
</tbody>
</table>

Results show that the model solution processes of the two platform methods are the same, and the implementation methods of parallel and non-parallel are different. Therefore, the two methods can get the same accuracy. Experiments on
CPU and GPU are carried out respectively to obtain an average speedup ratio of 1.39 times, and the highest speedup ratio in the experiment is 1.53 times. When the accuracy of model increases, the number of training samples increases. But, it also leads to increasing time of training. The more training samples there are, the more training time can be reduced; then, the more the SVM model training can be sped up with the GPU method. In addition, due to the large data characteristics of network traffic nowadays, new data needs continuously updating by using models. Using GPU can quickly train models to adapt various network environments.

(2) The speedup ratio of classification based on CPU and GPU

The training data consists of 100000 samples, and the test data set gradually increases from 10000 to 100000; parameter setting is the same as (1). The experimental results are shown in Figure 4.

![Figure 4. Classification time based on CPU and GPU platforms](image)

From Figure 4, the classification time of the GPU method is much shorter than that of the CPU method. The highest classification speed of 24 times can be reached. With the increase of test sample sets, the time spent on GPU classification is relatively less, which greatly improves the classification speed. Because there are a large number of parallel threads on the GPU, it is impossible to classify multiple streams in parallel at the same time. However, a large number of continuous flows increase the time consuming of data exchange between main memory and video memory, which results in GPU classification system being difficult to achieve the theoretical speedup ratio.

(3) The speedup of the model optimization

The training data consists of 1000 samples. Firstly, a set of parameter values is used to train and verify the performance of the GPU-accelerated method in the calculation part of the kernel function. 100 to 800 GPU threads are selected to calculate the kernel function. As the number of threads increase, the processing time changes, as shown in Figure 5. The abscissa axis represents the number of GPU threads; the ordinate axis represents the processing time. With the increase of GPU number of threads, the computation time of the GPU method will be substantially reduced. Finally, it tends to be stable. The average speedup ratio can reach 2.36 times, as shown in Figure 5.

![Figure 5. The comparison of processing time between GPU based method and CPU based method without parameter selection](image)
GPU threads corresponding to the size of the parameters used to select the parameters. Figure 6 shows that the minimum unit of CPU method is the processing time of a single set of parameters. Although the original GPU method carried out parallel kernel function calculation, the method of serial calculation was still used in the parameter selection. The processing time and parameters scale also satisfied monotone linear increasing. The presented method parallelizes the parameter selection in order to calculate multiple parameters simultaneously, which greatly reduces the processing time of parameter selection process. It obtains 98% classification accuracy. The training speedup ratio of 1.53 times and the classification speedup ratio of 24 times are obtained. The theoretical speedup is not achieved in the experiment. One reason is that the bandwidth of the host and equipment lengthen the time of data exchange between CPU and GPU. The other reason is that the whole system, modules and some functions are not suitable for parallelization.

![Figure 6. The comparison of processing time among various methods](image)

6. Conclusions

Network traffic classification is one of the key problems in computer network control and management. The machine learning methods effectively solve the identification of encrypted traffic while its computing complexity is high. The learning models are difficult to adapt a large-scale network traffic. In this paper, a SVM method based on GPU is applied to network traffic classification. Parameter optimization based on parallel grid traversal is also proposed to further improve the performance of model optimization. Experiments on Cambridge open data set show that the proposed method is much faster than the CPU based SVM method at the same accuracy rate. The training speedup increases 1.53 times, and the classification speedup increases 24 times.
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