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Abstract

Botnets have become one of the most serious threats on the Internet. On the platform of botnets, attackers conduct series of malicious activities such as distributed denial-of-service (DDoS) or virtual currencies mining. Network traffic has been widely used as the data source for the detection of botnets. However, there are two main issues on the detection of botnets with network traffic. First, many traditional filtering methods such as whitelisting are not able to process the very large amount of traffic data in real-time due to their limited computational capability. Second, many existing detection methods, based on network traffic clustering, result in high false positive rates. In this work, we are motivated to resolve the above two issues by proposing a lightweight botnet detection system called BotCapturer, based on two-layered analysis with anomaly detection in graph and network communication traffic clustering. First, we identify anomalous nodes that correspond to C&C (Control and Command) servers with anomaly scores in a graph abstracted from the network traffic. Second, we take advantage of clustering algorithms to check whether the nodes interacting with an anomalous node share similar communication pattern. In order to minimize irrelevant traffic, we propose a traffic reduction method to reduce more than 85% background traffic. The reduction is conducted by filtering the packets that are unrelated to the hosts like C&C server. We collect a very big dataset by simulating five different botnets and mixing the collected traffic with background traffic obtained from ISP. Extensive experiments are conducted and evaluation results based on our own dataset show that BotCapturer reduces more than 85% input raw packet traces and achieves a high detection rate (100%) with a low false positive rate (0.01%), demonstrating that it is very effective and efficient in detecting latest botnets.
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1. Introduction

Botnets have been one of the most significant threats of the Internet. Based on the statistics provided by Spamhaus [20], more than 9,500 new botnet C&C servers were active in 2017, which is 32% more than in 2016. A botnet is a network of computers infected and often controlled by malicious software. Attackers can operate botnets to perform various malicious behaviors such as spam, virtual currencies mining, DDoS or identity theft. Botnets are structurally divided into centralized and distributed. Centralized botnets typically have a C&C server through which the master sends control commands to individual bots and then controls the botnet. On the contrary, in a distributed botnet, each bot shares the botnet’s information partly and communicates with peers. Botnets usually use IRC, HTTP or TELNET as communication protocols. In IRC-based botnets, all bots and master are in the same channel. But, the number of IRC-based botnets has decreased in recent years since the channel is easy to detect. Thus, the protocols used for C&C channels evolve from IRC to others, especially to HTTP that is very popular among attackers.

Many approaches have been proposed to detect the botnets. The techniques can be classified into signature-based detection and behavior-based detection. For signature-based detection, Gianvecchio et al. [6] detected IRC bots by inspecting the interval, length, frequency, and payload entropy of chat messages. Zhu et al. [19] proposed detecting bot
activities based on application-level protocol failures. Zhao et al. [18] detected botnet activities based on traffic behavior analysis by classifying network traffic using machine learning. In general, signature-based bot detection techniques are accurate. But they can be ineffective when bot variants are encountered. As for behavior-based detection, AsSadhan et al. [1] detected botnet by finding the periodic behavior from network traffic. The advantage of such technique is that it is based on a basic property shared by many bot variants and is independent of the structure (e.g., centralized, P2P) and C&C protocol (e.g., IRC, HTTP). But the bot master can hide the periodic behavior by uniformly randomizing the period. Choi et al. [4] detected botnet activities by monitoring group activities in DNS traffic, assuming that a bot must look up the domain names of the C&C server. Another representative approach is Botminer [1] that performed across clusters of communication traffic and malicious activity. Botminer is independent of botnet structure and C&C protocol. Compared with signature-based detection, behavior-based systems focus on identifying traffic patterns corresponding to particular bot activities by observing bot behaviors. Though behavior-based detection is relatively lightweight since it does not need to maintain a signature database, existing approaches can still be overwhelmed by the large scale of network traffic. Furthermore, the methods only based on clustering algorithms to recognizing the network traffic patterns are not reliable. They can only identify the hosts that share similar communication patterns; they cannot determine whether these identified hosts belong to a botnet. For a large local area network, especially an enterprise internet, multiple hosts are simultaneously infected once the network is infected by a botnet. For a consistent period of time, the infected hosts communicate with the C&C server with a similar frequency. However, they hardly communicate between each other.

The network traffic between hosts presents graph characteristics based on which we can perform anomaly detection. Anomaly detection has been employed in computer system [7,11,12,13] or in mobile applications [14,15,16]. Anomaly (outlier) detection on graphs, however, is a difficult problem, despite its apparent simplicity [9]. To tackle the outlier detection problem, many techniques have been developed in the past decades. Aggarwal et al. provided [2] first result on the problem of structural outlier detection in massive network streams. Zimek et al. [17] discussed some important aspects of the ‘curse of dimensionality’ in detail and surveyed specialized algorithms for outlier detection from both categories. Perozzi et al. [10] inferred user preference by the so-called focus attributes through a set of user-provided exemplar nodes, and introduced a novel user-oriented approach for mining attributed graphs. They presented RBRP [10], a fast algorithm for mining distance-based outliers, particularly targeted at high-dimensional data sets. Akoglu, et al. [3] proposed an algorithm called OddBall to detect anomalous nodes in weighted graphs.

In this work, we propose a behavior-based framework BotCapturer based on two-layered analysis with graph anomaly detection and network traffic clustering. BotCapturer can reduce a large amount of traffic and produce not only a higher efficiency but also a higher detection rate and a lower false positive rate. In the first layer, we use the network traffic to build an undirected graph and find all nodes whose egonet fit the botnet’s model. These nodes are likely to be the IPs of C&C servers of botnets. For minimizing irrelevant traffic, we filter out all the packets that are irrelevant to these IPs. Experimental results show that BotCapturer can reduce over 85% of background traffic and vastly reduce the traffic needed to analyze for traffic clustering. In contrast, the traditional filtering methods like whitelisting can only reduce a small part of traffic. In the second layer, benefited from the efficient traffic filtering method, BotCapturer can quickly identify the hosts that share similar communication pattern by clustering in network traffic. Finally, like a dual authentication mechanism, BotCapturer conducts two-layered analysis of the results produced by the previous two layers to find the egonet who fits the botnet model and all nodes of the egonet that has similar communication patterns. Then, the egonet can be considered as a botnet.

We make the following contributions.

- We propose BotCapturer to detect centralized botnets in large scale networks. It is independent of protocols and requires no priori knowledge (e.g., C&C addresses/signatures) of specific botnets. BotCapturer is based on the two-layered analysis of anomaly detection in graph and network traffic clustering, which can vastly improve the detection rate compared with existing methods only based on network traffic clustering.
- We collect a large dataset that consists of various types of botnets (HTTP-based, TELNET-based) for related researches. The data contains traffic of five botnets: Mirai, Zeus, Ares, Athena and BlackEnergy and a very large amount of background traffic.
- We propose an efficient method to filter out most irrelevant network traffic for clustering by filtering the packets that are irrelevant with the hosts like C&C server. Evaluation results based on our dataset show that BotCapturer reduces over 85% input raw packet traces and achieve 100% detection rate with only 0.01% of false positive rate.

The rest of this paper is organized as follows. Section 2 introduces the detecting framework BotCapturer. Section 3 introduces the data. Section 4 provides the experimental results. Section 5 concludes our work.

---

1 In social network analysis, the “1-step neighbourhood” of a node is specifically known as its “egonet” [3].
2. The Framework of Botcapturer

Botcapturer conducts two-layered analysis. The first layer is anomaly detection of nodes in graph. The second layer is network traffic clustering for grouping the hosts that share similar communication patterns. We analyze the results provided by the previous two layers to obtain some groups of hosts that are considered as botnets. The framework is shown in Figure 1.

![Figure 1. The Framework of Botcapturer](image)

2.1. Anomaly Detection of Graphs

The graph of a typical centralized botnet is a star-shaped structure, where the core node represents the C&C server. Nodes correspond to the bots communicate with the core in familiar frequency. But there is little or no communications between bots because bots hardly connect with each other directly. So, we aim to find a graph structure like Figure 2(a). After detecting, we can find the anomalous nodes that are like the C&C servers of botnets. For these anomalous nodes, the packets whose source IP or destination IP is not anomalous are considered as normal and we can then filter them out. Thus, we can reduce the number of packets required by next layer.

First, abstracting the monitored network traffic into the following triplet, we can obtain the frequency of communication between each pair of IPs. In Equation (1), weight represents the number of communications between $IP_1$ and $IP_2$.

$$ (IP_1, IP_2, Weight) $$

Mapping the monitored network traffic in undirected graph, each host is considered as a node. The edge represents whether the two nodes communicate with each other, and the weight represents the communication frequency. If there are packets between two hosts, a line can be drawn between the nodes representing the two hosts. The number of packets between them represents the number of communications, and can be used as the weight of the line. This way, we construct an undirected graph that represents the communication of the current network. Intuitively, C&C servers and bots communicate frequently in a botnet. However, bots hardly communicate with each other. In a fixed period of time, suppose that the set of bots in the same botnet $b = \{b_1, b_2, ..., b_n\}$, let $f_{is}$ denotes the frequency of communication between $b_i$ and C&C Server $S$, $f_{is} \approx f_{js}(1 \leq i \leq n, 1 \leq j \leq n)$. However, $f_{ij} \approx 0$. In other words, nodes correspond to bots that have an approximately same weight of connection with
the server and nodes correspond to bots connect to each other with a low weight or having no connection at all. The structure of the botnet is similar to what is shown in Figure 2(a). The center of the diagram represents the C&C server, and the nodes that connect to it represent the bot controlled. In this layer, we aim to find the egonet similar to this structure.

![Figure 2. Illustration of egonet of botnet (a) and egonet of normal (b)](image)

This layer mainly based on the method described in [3] to find anomalous nodes whose egonet conforms botnet’s model. For each node (the ego), we consider the induced subgraph of its neighboring nodes as a egonet.

Firstly, extract three features of the graph:

- \( N_i \): number of neighbors (degree) of ego \( i \).
- \( E_i \): number of edges in egonet \( i \).
- \( w_i \): total weight of egonet \( i \).

The law EDLP (Egonet Density Power Law) followed by \( N_i \) and \( E_i \) in a normal egonet is defined in Equation (2).

\[
E_i \propto N_i^\alpha, \quad 1 \leq \alpha \leq 2
\]  

Then, calculate anomaly score for each ego in the graph. As shown in Equation (3), the score denotes the degree of deviation from the \( E_i \) and the theoretical value of edge.

\[
anomaly\_score(i) = out\_line(i) + out\_lof(i)
\]

We apply this theory to our experiment to find egonets like Botnet, as shown in Figure 2(a). Taking into consideration the characteristics of botnets, we add a value of C.V (Coefficient of Variance) to the anomaly score. As shown in Equation (4), \( \sigma \) is the standard deviation of all weights in egonet, and \( \mu \) is the average of all weights. The C.V value is mainly used to characterize the similarities between adjacent node weights in egonet.

\[
CV = \frac{\sigma}{\mu}
\]

Since the weights of nodes connected to the C&C server are very similar, the coefficient of Variance of the ego corresponding C&C server of botnet would be very small, \( \min (cv) = 0 \). The amended formula is shown in Equation (5).

\[
anomaly\_score(i) = out\_line(i) + out\_lof(i) + CV(i)
\]

In experiments, scores of the egos correspond to the C&C servers of the five botnets ranked the top 10 in 200k IPs. The results of the experiment will be presented in Section 4.

2.2. Network Traffic Clustering

Our clustering model is based on C-flow and its four features [1]. A C-flow is a collection of all flows over a period of time. For clustering, there are four features for each C-flow and can be mapped to a vector whose length is 52, which can describe
the overall distribution of the four features of each C-flow. They are: $f_{ph}$ (the number of flows per hour), $ppf$ (the number of packets per flow), $bpp$ (the average number of bytes per packet) and, $bps$ (the average number of bytes per second). The main purpose of clustering is to bring C-flow with similar communication patterns together. For a botnet, the get and push mechanisms between each pair of bot and the C&C server are hardcoded in the program [1]. Depending on the mechanism, bots are pre-programmed to contact each other to update bot’s data, receive commands, and send keep-alive messages. Therefore, in the same botnet, the communication patterns between each pair of bot and the C&C server are quite similar. Thus, we can indicate the communication patterns as vectors and then perform the clustering on the vectors. Based on the analysis above, vectors that correspond to bots in the same botnet are supposed to be in the same cluster. Thus, hosts that share the same communication pattern are recognized by clustering.

### 2.2.1. Filtering Raw Packets

As the centralized botnets matches the structure shown in Figure 2(a), we can only focus on packets whose IPs are contained in star structure. Based on this, we list all anomalous egos with a star structure in the first layer of BotCapturer and filter off packets whose source IP or destination IP is not in the result list. Then we can reduce the background traffic over 85%, which reduces the amount of data needs to be analyzed. What’s more, we use whitelisting to filter a portion of the traffic further. We obtain top500 popular website addresses provided by Alexa.com and then gets their server’s IP to form our whitelists.

### 2.2.2. Extension of Flow Concept

In the experiments, we find that the original definition of flow does not apply to botnets that always communicate through only one TCP flow. For example, in the TELNET-botnet Mirai, the communication between bot and C&C server from beginning to the end has only one TCP flow. For sending keep-alive messages, each bot sends two packets to C&C server in the old TCP flow rather than initiates a new one. However, for one Botnet based on HTTP protocol, as shown in Equation (6), the number of TCP flows has a linear relationship with time.

$$flows = \frac{duration}{interval}$$  \hspace{1cm} (6)

The interval represents the time interval that bot sends keep-alive message to C&C server, and duration represents the running time of the botnet client. As far as the botnet based TELNET is concerned, as shown in Equation (7), the number of TCP flows has nothing to do with time.

$$flows = 1$$  \hspace{1cm} (7)

Suppose that a bot sends keep-alive packets to C&C server every minute, the relationship between the number of TCP flow and time for the two situations are shown in Figure 3.

![Figure 3](image-url)
Focusing on the TELNET-based botnets, the vectors of FPH, PPF, BPP and BPS do not denote the communication pattern of a host any longer as the TCP flow is the most basic unit of C-flow. Therefore, we redefine the unit of research as FLOW:

For a TCP flow, suppose it contains a set of packets \( \{p_1, p_2, ..., p_n\} \) that does not contain the SYN and FIN. Take any consecutive even number of packets randomly, for example \( 8, p_1, p_2, p_3, p_4, p_5, p_6, p_7, p_8 \in \text{packets} \), the respective time stamps correspond to each packet are \( t_1, t_2, t_3, t_4, t_5, t_6, t_7, t_8 \). If \( \delta = t_8 - t_1 \approx t_6 - t_2 \approx t_5 - t_3 \approx t_8 - t_4 \) and \( t_8 - t_4 \gg \delta \), then the unit consisted of \( p_1, p_2, p_3, p_4 \) is considered a Flow, and the unit consisted of \( p_5, p_6, p_7, p_8 \) is considered a different FLOW. Thus, this TCP flow is going to be split up into many FLOWS. The contrast result is shown in Figure 6.

2.2.3. Clustering Method

We employ K-Means [8] for the clustering, as it is a popular clustering algorithm. In K-means, in order to avoid choosing the best value of K, we make an analysis as follows. During clustering, when K increases, the degree of similarity between the samples in the clusters increases too. For a botnet, the bots are grouped together from the beginning because the similarity of communication pattern, where the occupancy is small. When K reaches a certain value \( k_i \), the occupancy rises and exceeds the certain threshold \( \theta \). With the continuous increase of \( k \), the occupancy remains unchanged or continues to rise until \( k \) exceeds another certain \( k_j \). Then, the clustering granularity becomes so fine that a botnet will be forcibly split into multiple clusters. Equation (8) shows how to get the value of occupancy for one cluster.

\[
\text{occupancy} = \frac{N_e}{N_c} \quad (0 < \text{occupancy} \leq 1)
\]

\( N_e = \) total number of nodes in an egonet, \( N_c = \) number of elements in the cluster

Based on the above analysis, all samples representing bots of botnet are completely assembled in one cluster stably without other samples in the same cluster when \( k_i \leq k \leq k_j \). Thus, we can determine whether hosts in an egonet have a similar communication pattern in this way: Determine whether all nodes of an egonet can be completely clustered in one cluster stably, and that there is no other sample in the same cluster with \( k \) increases. This way, we get rid of the dependence on optimal \( k \). There are two situations where nodes in an egonet are not clustered into the same cluster, which result in that the occupancy unable to be calculated. The egonet’s occupancy has never reached \( \theta \), and the egonet’s occupancy has reached \( \theta \). To describe these two different situations, we set the occupancy to 0 and 2 respectively.

The specific process is as follows:

- The initial value of \( k \) is set as 2 and incremented by 1 until \( k = n \) or satisfy the end conditions of the experiment.
- When \( k = 2 \), if the nodes in an egonet are not clustered into one cluster, set occupancy = 0. Abandon
- When \( k > 2 \), if the nodes in an egonet are not clustered into one cluster before the occupancy reaching \( \theta \), Abandon
- In case of \( \theta \leq \text{occupancy} \leq 1 \), if \( k \) exceeds \( k_j \), then set the occupancy = 2.
- End the process when all egonets’ occupancy = 0 or \( \geq 1 \).

Finally, all hosts of egonets with occupancy \( > = 1 \) are considered to have similar communication patterns.

2.3. Two-layered Analysis and Detection

The two-layered analysis and detection takes advantage of the dual authentication mechanism. The first layer verifies whether the anomaly score of the ego is less than the threshold. The second layer verifies whether the communication pattern of all neighbor nodes in egonet is similar. For the first layer, if it considers the ego as anomalous, then go to the second layer. If it also considers the ego as anomalous in the second layer, then we consider the egonet of this ego as a botnet. Finally, using this dual authentication mechanism, we observe the egonet who fits the botnet model and all nodes of it have similar communication patterns. The flow chart that describes whether an egonet is botnet is shown in Figure 4. For any ego named X, suppose the set of one-step neighbors is \( \{N_0, N_1, ..., N_t\} \). Suppose the set of clustering result is \( C = \{c_0, c_1, ..., c_l\} \). If X is a C&C server, the C-flow set \( \{C_{flow_0}, C_{flow_1}, ..., C_{flow_t}\} \) corresponds to all 1-step neighbor nodes \( N_0, N_1, ..., N_t \) of the X, will be clustered in \( c_k \in C \), and the \( c_k \) only contains these C-flows.
3. Data Description

We collected real traffic and have formed our own dataset. We obtained five botnet samples on the Internet as shown in Table 1: Mirai, Zeus, Ares, Athena and BlackEnergy, as these botnets are very representative. Taking advantage of Docker technology [21] makes it easy to simulate a large number of machines on a single physical Machine. We built these botnets and simulated a large number of bots for five botnets respectively in our laboratory. Then, we captured network traffic of each botnet for a couple of days as shown in Table 1. In addition, we captured background traffic from the ISP's gateways for 10 hours.

Since there was no other process running on the simulated hosts except the botnet clients, each virtual machine only had malicious traffic and no normal traffic. However, when a typical host is infected by a botnet client, it has both normal and malicious traffic, and the size of its normal traffic is much larger. To simulate the infected host, we mixed the malicious traffic and the background traffic. We randomly selected the same number of IPs from 200K IPs of the background traffic. Finally, we got a big dataset that contains a lot of background traffic and relatively little botnet traffic. The data is described in Table 1.

<table>
<thead>
<tr>
<th>Botnet</th>
<th>Protocol</th>
<th>Target</th>
<th>Number of host</th>
<th>Duration</th>
<th>Size</th>
<th>C&amp;C server</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirai</td>
<td>Telnet</td>
<td>IoT</td>
<td>80</td>
<td>380h</td>
<td>5.1 GB</td>
<td>1</td>
</tr>
<tr>
<td>Zeus</td>
<td>Http</td>
<td>PC</td>
<td>80</td>
<td>123h</td>
<td>1.11 GB</td>
<td>1</td>
</tr>
<tr>
<td>Ares</td>
<td>Http</td>
<td>IoT</td>
<td>80</td>
<td>63h</td>
<td>2.04 GB</td>
<td>1</td>
</tr>
<tr>
<td>Athena</td>
<td>Http</td>
<td>PC</td>
<td>5</td>
<td>90h</td>
<td>3.18 GB</td>
<td>1</td>
</tr>
<tr>
<td>Black-Energy</td>
<td>Http</td>
<td>PC</td>
<td>60</td>
<td>140h</td>
<td>0.99 GB</td>
<td>1</td>
</tr>
<tr>
<td>Background</td>
<td></td>
<td></td>
<td>203066</td>
<td>10h</td>
<td>743 GB</td>
<td></td>
</tr>
</tbody>
</table>

4. Experiments and Evaluation

To fully evaluate BotCapturer, we take the first hour of dataset as a small data set for comparing. Thus, we have two datasets, one for the first hour and one for the 10 hours. In order to verify the efficiency of BotCapturer, we aim to detect these five bots in a large and complex network including C&C channels and each bot.

4.1. Anomaly score of Each Ego

To calculate the anomaly scores for all egos, we filter out those egos that only have one direct neighbor node since there must be at least two neighbor nodes for the ego with star structure. Then, we calculate the anomaly scores for each ego. As shown in Figure 5, the abscissa represents the node ID and the ordinate represents the anomaly score. In Figure 2, (a) and (b) correspond to two extremes of anomaly scores. Score of (a)'s ego is extremely low while (b)'s ego is extremely high. The red dots in Figure 5 correspond to the five C&C servers with low scores.
We set the threshold of the anomaly score as 3.0 reasonably by comparing score of each anomalous egonet. Then, the corresponding raw packets for all nodes above this threshold will be filtered out. Experimental results show that we can filter out over 85% background network traffic. The details are shown in Table 2.

<table>
<thead>
<tr>
<th>Data set</th>
<th># Packets</th>
<th># Filtered</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1h</td>
<td>65381004</td>
<td>5373302</td>
<td>91.8%</td>
</tr>
<tr>
<td>10h</td>
<td>456229550</td>
<td>70721706</td>
<td>84.5%</td>
</tr>
</tbody>
</table>

### 4.2. Efficiency validation with flow

Figure 6 illustrates the clustering results (k=200) of 80 hosts of Mirai (TELNET-based). The former is based on flow’s original concept where the Mirai’s traffic is considered as a continuous flow. In this situation, 80 bots are grouped into one cluster where normal hosts are the majority. For comparison, the latter is based on FLOW where a TCP flow is decomposed reasonably. Correspondingly, the 80 bots and normal hosts are clustered completely into different groups. The results indicate the necessity and accuracy of redefining the flow.

![Comparison of Clustering results](image1)

### 4.3. Result of Clustering and Two-layered Analysis and Detection

In a botnet, C-flows, corresponding to each bot, are clustered in a same cluster. However, there is still a small probability that the communication between normal hosts shares a similar pattern with a botnet. Therefore, it is reasonable for the clustering results to contain a small number of normal hosts. The experimental result shows that the occupancy is stabilized within the interval from \( \theta = 0.75 \) to 1 for a continuous period time when k increases. The occupancy of every ego is shown in Figure 7. It is seen that the number of egonets whose occupancy is not less than \( \theta \) keeps at a constant value when k increases from 200 to 1000. However, other egonets’ occupancies are always less than 0.25. It is reasonable to infer that the nodes in these five egonets have a high similarity in communication patterns. However, although other nodes have not yet satisfied with the condition that makes occupancy to be \( \theta \), we can infer that they do not have communication patterns of high similarity because they have not shown obvious characteristics of the strong connections between each other. Thus, although k has not reached n and there are still some egonets whose occupancy are between 0 and \( \theta \), the suspicious egonets have been clearly distinguished. Therefore, considering BotCapturer’s efficiency, we choose the biggest value before occupancy is set to 2 as the real occupancy for all egonets. The final clustering results are shown in Table 3.

<table>
<thead>
<tr>
<th>Data</th>
<th>Botnet</th>
<th>Protocol</th>
<th>In the Same Cluster</th>
<th>Number of Bots</th>
<th>Clustered Hosts</th>
<th>Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1h</td>
<td>Mirai</td>
<td>telnet</td>
<td>yes</td>
<td>80</td>
<td>80</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Zeus</td>
<td>http</td>
<td>yes</td>
<td>80</td>
<td>104</td>
<td>76.90%</td>
</tr>
<tr>
<td></td>
<td>Ares</td>
<td>http</td>
<td>yes</td>
<td>80</td>
<td>80</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Athena</td>
<td>http</td>
<td>yes</td>
<td>5</td>
<td>6</td>
<td>83.30%</td>
</tr>
<tr>
<td></td>
<td>Black-Energy</td>
<td>http</td>
<td>yes</td>
<td>60</td>
<td>60</td>
<td>100%</td>
</tr>
<tr>
<td>10h</td>
<td>Mirai</td>
<td>telnet</td>
<td>yes</td>
<td>80</td>
<td>80</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Zeus</td>
<td>http</td>
<td>yes</td>
<td>80</td>
<td>83</td>
<td>96.38%</td>
</tr>
<tr>
<td></td>
<td>Ares</td>
<td>http</td>
<td>yes</td>
<td>80</td>
<td>80</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Athena</td>
<td>http</td>
<td>yes</td>
<td>5</td>
<td>5</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Black-Energy</td>
<td>http</td>
<td>yes</td>
<td>60</td>
<td>60</td>
<td>100%</td>
</tr>
</tbody>
</table>

![The occupancy of egonets when k increases](image2)
Finally, BotCapturer performs two-layered analysis using a dual authentication mechanism. The former layer judges whether an egonet conforms the characteristics of a botnet from the graph structure. If so, the second layer verifies whether the communication patterns of each node in the anomalous egonet are similar (that is, whether the communication pattern between each pair of bot and the C&C server is similar). If an egonet is considered as a botnet, all nodes belong to the egonet will be considered as bots. Experimental results show that we successfully identified Botnet's C&C server in a list of all ego's out-of-thresholds. Table 4 shows that BotCapturer can detect centralized botnets with a detection rate of 100% and a false positive rate of 0.01%.

4.4. Limitations

BotCapturer performs well based on two assumptions: 1. botnets are star-shaped; 2. network is stable so that bots can communicate unimpededly with the C&C server in a definite timeframe. However, we cannot assume that all the distributed software behaves like a botnet; this may result in false positives. However, we can avoid this by whitelisting. In addition, with FLOW, BotCapturer can detect centralized or semi-distributed botnets regardless of the C&C protocols. However, it does not work well for P2P types of botnets.

5. Conclusions

The botnets vary and evolve continuously. In this work, focusing on centralized botnets, we propose a framework called BotCapturer based on two-layered analysis of graph and clustering of communication traffic patterns, which is independent of protocols. Benefited from the dual authentication mechanism, BotCapturer vastly improves the detection rates compared with many existing methods that are only based on network traffic clustering. In addition, BotCapturer’s filtering method based on the results of anomaly detection in graph reduces over 85% of network traffic which is much more efficient compared with many existing filtering methods that are only based on whitelisting.

We collected a large data set in real computing environments. Extensive experimental results show that BotCapturer achieves 100% detection rate with 0.01% false positive rate on various types of botnets (HTTP-based and TELNET-based). In addition, we redefine a unit referred to Flow as a set of regular packets in the situations where the minimum unit of a conversation is a few of packets rather than a TCP/IP flow in some botnets. The Flow based botnet detection method is proven to be effective to detect some special botnets (e.g., Mirai) that may escape the detection with existing methods.

Our work has not involved the detection of P2P based botnets. In the future work, we are investigating to detect these types of botnets with BotCapturer.
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