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Abstract

In this paper, an incremental learning algorithm based on negative correlation learning (NCL) is used as an identification classifier for underwater targets. Based on Selective negative incremental learning (SNCL) algorithm in the process of training, there are numbers of hidden layer nodes that are difficult to determine training time. Problems such as over fitting analysis arise. The algorithm combined with Bagging makes the difference between individual network further increase, and ensures the generalization performance of the whole. On the basis of this method, the use of the selective integration method based on clustering and a new proposed algorithm called SANCLBag, combined with the convolution of underwater target recognition neural network shows that the proposed integration approach can make the difference between individual network in the classification process further increase, and ensure the whole generalization performance. The model has higher identification accuracy, and can effectively solve the problem of incremental learning.
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1. Introduction

Underwater passive target recognition plays an important role in national economy and national defense. With the development of information technology, national defense and submarine resources, accurate classification and detection of sonar target is of great importance for activities such as survivability and combating ability of naval vessels, exploitation of submarine resources, detection of fish stocks and exploration of oil and so on. Therefore, it is necessary to enable the sonar to detect and recognize the target, on which scholars at home and abroad have studied from many aspects. Many resolution methods have been proposed. At present, the underwater target recognition mainly analyzes recognition target based on underwater acoustic signal detection and processing. However, the complexity of underwater environment makes the effective information extracted from Low SNR underwater acoustic signal fail to meet requirement of practical operation. Therefore, this paper proposed a method based on incremental learning to study the underwater target recognition. This paper, based on the negative correlation learning (NCL) algorithm, introduces steepness factors to effectively reduce the number of iterations in model training. Also, by combining Bagging algorithm with NCL algorithm and making use of selection method based on clustering and ordering, it proposes a new kind of algorithm called SANCLBag; in addition, the experimental results show that the generalization capability of the algorithm is better than that of selective negative correlation learning algorithm, and its time complexity is also superior to the latter.

The remainder of the paper is structured as follows. In section 2, methods and results of previous studies on incremental learning are summarized. In section 3, a detailed introduction is presented to explain the framework of the proposed method, and the methods of feature selection and classification. In section 4, the experimental setup and results, and the discussion are presented, and the conclusion is given in section 5.
2. Related Work

Ensemble learning is a method to study and make decisions on the same problem by constructing several models [5,14,18,21], which is the same as different people vote on the same problem. In the existing algorithms related to integration learning, Bagging [2,15] and Boosting [1,7,12,27] are the most classical ones. Bagging is a method of resampling to construct multiple different data sets to generate multiple different base learners. In the Bagging algorithm, training can be parallel. Boosting is to set weights for each sample. After each round of training, the weight of the round error-prone samples is increased and the next round of training is performed. With this method, several weak classes can be promoted to strong classifiers.

Incremental learning is an algorithm in which new knowledge is learned from new data; meanwhile, it is able to maintain the learned knowledge as much as possible when learn new knowledge. The earliest approach on incremental learning study is the Adaptive Resonance Theory modules map (ARTMAP) [28,25], which was proposed in 1991 by Carpenter etc. Neural network is able to solve problems of incremental learning in certain degrees, and many algorithms related to incremental learning are related to the artificial neural network (ANN). In 2001, Kasabov proposed a method of Evolving Fuzzy Neural Networks (EFuNN) [11,10], which is similar with the above two methods. And most of the earlier incremental learning algorithms take the method of single learner. All these methods learn new knowledge and reduce old knowledge loss by changing internal structure of models; however, these modified methods are easily affected by the initial algorithm, leading to limitations in incremental learning. After that, some researchers proposed methods to solve incremental learning with integration learning, and one of the representative algorithms is the Learn++ algorithm. Negative Correlation Incremental Learning [17,19,26] is a method proposed by Minku in 2009, in which Negative Correlation Learning is the algorithm for ANN integration training. In his study, the NCL is used directly to implement incremental learning, and in their papers, two methods that can solve incremental problems are proposed; one is the Fixed Size NCL (FSNCL), and the other is the Growing NCL (GNCL). In the former, the number of learner is fixed, and when new data training sets are added, the neural network integration trained before would be used for training. Different from the former, in GNCL, the number of learners in integration would increase as the new data training sets are added. When there are new training sets, a new ANN is constructed and the NCL algorithm is used to train in new training sets, which would be added into the previous integration after training.

3. Selective negative incremental learning based on clustering

This paper has referred to the selective negative learning framework of Minlong Lin and modified the model training and model selection of it. The selective negative incremental learning framework is shown in Figure 1.

3.1. Data Description Improved negative correlation learning algorithm ANCL

NCL is based on the BP algorithm, and its essence is to modify the error function. However, it has not been optimized properly in areas like network training [6,16,26]. In order to solve the problem, this paper combines advantages and
disadvantages of existed algorithm based on pruning and increment, and proposes a new adaptive negative correlation learning algorithm, abbreviated as ANCL.

In the existed structure-adjustable algorithms based on growth, there is only one node in the hidden layer at the initial time generally; however, in the algorithms based on pruning, the number of hidden nodes is set to a maximum value in a reasonable range as possible at first [4,24]. In the methods based on both growing and pruning, the random number is taken as the initial number of hidden nodes. The obvious disadvantage of the former two methods is that the initial condition is set up extremely. In the training node, numbers may need to be added or reduced a lot, which may increase the training time. Also, it may make the network structure fall into local optimized. The third method is superior than the former two; however, there may be uncertainty for the random number, which may also lead to extreme conditions. The common points of the three methods are that they all abandoned the method to determine the number of hidden nodes based on experiment values proposed before. Though there may be defects in these methods, a large number of studies have showed its high validity in certain range. The ANCL algorithm proposed in this paper takes the experiment formula as a reference value when set up the initial value, which may effectively reduce the training time, and make the network structure achieve local optimized.

Compared with the existed algorithms, ANCL differentiates from others since it does not add or reduce hidden nodes mechanically according to fixed strategy. Plus, the time to add or reduce nodes totally depends on the increasing condition of hidden nodes learning ability in the training. In addition, the node numbers do not to be changed each time. Sometimes, the hidden nodes number may be the optimized, and in this condition what we need to do is just to adjust weights in each node connecting the network reversely. The overall flow of ANCL algorithm is seen in Figure 2, and the details are as following.

1. Construct M BP network for integration, and for each initial network, the node number in input and output layers in the network is consistent with the feature numbers and type numbers of given samples. The number of nodes in hidden layers is set with the Equation (1):

\[ m = \sqrt{n + l + \alpha} \]  

Where \( m \) is the number of nodes in hidden layers, \( l \) is the number of nodes in input layer, \( n \) is that in output layer. And \( \alpha \) is a constant ranging from 1 to 10. In order to make structures of each network different, the \( \alpha \) here is set as a random number.

2. For each network in the integration, a training time counter \( \mu_i \) is set in each hidden node \( h_j \), where \( i = 1, 2, \ldots , m \), and the initial value is 0. The counter is used to calculate the current training time in certain hidden nodes. When there are new nodes, the counters also need to be set.

3. Train each network for \( \tau \) times, and the \( \tau \) here is stipulated artificially. Steepness factors are added in training and when the adjustment of weights enters into flat regions (\( \Delta E \) close to 0), increase the factor, while when it exits the flat regions (\( \Delta E \) is greater than the minimum value), restore the factor. After training, judge whether the output error is less than the preset object error. If so, end the training; otherwise, implement the operation in each network in the integration.

1) For each node \( h_j \) in hidden layer, the Equation (2) is used to update \( \mu_i \)

\[ \mu_i = \mu_i + \tau \times \Delta E \]  

Where \( N \) is the number of nodes in hidden layers, and its initial value equals to \( m \).

2) Delete all the nodes in tag set \( S \) and calculate the importance \( \eta_j \) of each node \( h_j \) in hidden layer. The \( \eta_j \) is calculated as Equation (3).
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\[ \eta_i = \frac{\sigma_i}{\sqrt{\mu_i}} \]  

Where $\sigma_i$ is the standard deviation of hidden nodes $i$, and its value is calculated by the output data of all samples of the hidden nodes. A smaller standard deviation indicates that the hidden node has almost the same value for all the samples; in other words, the node has a weak ability to identify different samples. In the three layer forward feedback network, the hidden layer and output layer connect directly, and the dealing results of hidden layer for different data will have a direct impact on the output of the network [8]. The other parameter in the formula is the training time of the node, and the reason to adopt training time here is that the training time of new nodes are different from the previous ones for new nodes are generated in the adjustment. The small standard deviation in certain conditions is not simply caused by its weaker ability to identify different samples; it may be also caused by the shorter training time. Therefore, synthesizing these two aspects, the importance of the node is determined by its standard deviation and its training time. A larger standard deviation and shorter training time indicate the importance of the node, vice versa.

![Flow chart of ANCL algorithm](image)

3) If the importance of one or more nodes is less than the preset threshold $\theta$, add it into tag set $S$. If the number of nodes added into set is greater than 0, continue the process; otherwise jump to step 7. Pay attention to selecting proper value when set $\theta$; in the algorithm, the number of nodes added into tag sets $S$ should be more than half of all the nodes.

4) Calculate the correlation between the nodes in the set and the nodes haven’t been added in the set. For convenience, the former are called unimportant nodes, while the later important nodes. Correlation is a common and useful statistical value to describe the relevant degree between two variables [3,9]. In statistics, there are many methods to measure correlation. Here, the famous Pearson product-moment correlation coefficient is used to calculate the correlation between different hidden nodes in the network [20]. The correlation coefficient calculation formula between important nodes $h_i$ and unimportant nodes $h_j$ is shown as Equation (4).
Where $h_i(p)$ and $h_j(p)$ are output of the $i$th and $j$th hidden nodes in sample $p$ of training sets respectively. The variable $\bar{h}_i$ and $\bar{h}_j$ are the average value of $h_i$ and $h_j$. Standard deviation $\delta_i$ and $\delta_j$ are that of hidden nodes $h_i$ and $h_j$ in all the training samples, and the calculation methods of which are same as that in Equation (3).

5) Merge the nodes in set $S$ together with those of high correlation that haven’t been added into $S$; merge the unimportant nodes with the important nodes of high correlation. Calculate the correlation coefficient between any two important nodes and the unimportant nodes. The nodes pairs are sorted in a reverse order in accordance with the correlation coefficient, by which the node pair of highest correlation is obtained. The way to merge two nodes is show as Equation (5) and (6):

$$w_{\alpha} = \frac{w_{\alpha_a} + w_{\alpha_b}}{2}, i = 1, 2, ..., p$$

$$w_{\beta} = w_{\beta_a} + w_{\beta_b}, j = 1, 2, ..., q$$

Where $p$ and $q$ are node numbers in input layer and output layer in the network respectively. Weighs are the link weight of the $i$th input node and hidden node, correspondingly, and are link weights of and with the $j$th output node. The reason to merge nodes this way is to ensure the impact of the merged node is same as the impact of the two nodes, which also maintains the current training results of the network.

6) Set the training step counter $\mu_{\text{new}}$ of new added nodes, the $\mu_{\text{new}}$ is calculated as Equation (7).

$$\mu_{\text{new}} = \frac{\mu_a + \mu_b}{2}$$

Where $\mu_a$ and $\mu_b$ are counters of the merged node $a$ and $b$ respectively.

7) Judge whether the condition for adding node is met. If so, continue to the next step; otherwise, go back to step 2. The condition to judge whether nodes should be added is: after $\tau$ times of training, if the error deduction of network doesn’t reach $\epsilon$, which is a preset value. The equation of the judging condition is shown as Equation (8).

$$E(t) - E(t + \tau) \leq \epsilon, \quad t = \tau, 2\tau, 3\tau, \ldots$$

Where $E(t)$ and $E(t + \tau)$ are the training error of $t$ iterative training and $t + \tau$ iterative training respectively.

8) Add hidden nodes into the current network, and go back to step 2. The node splitting method is used to split the current node to add nodes, equaling to add two nodes and delete one. Due to the stronger ability of the information processing of the new generated network, it is able to learn the object function faster than the previous one. Equation (9) and (10) used to split node is:

$$w^1 = (1 + \alpha)w$$

$$w^2 = -\alpha w$$

Where w is the weight vector of split node, $w^1$ is the weight vector of the first new node generated by the splitting, while $w^2$ is the weight vector of the second new node. The parameter $\alpha$ is distributed with fixed value, random value or certain probability. In this paper, $\alpha$ is set up with standardized normal distribution. The two new nodes generated by the splitting
and the deleted original node adds the number of hidden nodes, and improves the information processing ability of the network.

9) Set the training step counter for the split nodes; the new counters need to refer to the split node. The calculation equation is shown as Equation (11) and (12).

\[
\mu' = (1-\alpha)\mu \\
\mu^2 = \alpha\mu
\]

Where the value of \(\alpha\) is consistent with the Equation (9) and (10). \(\mu\) is the counter of the split node, while \(\mu'\) and \(\mu^2\) are the counters of the new node. The decimal number obtained in the calculation should be rounded up to an integer.

Increasing differences between individual classifiers is an important research direction in integration learning. It is able to increase the difference between classifiers if the two algorithms are combined together, which can promote the generalization capability of the whole integration. Based on the above assumption, there have been scholars that combined the two algorithms. There are two steps to apply the Bagging algorithm in the negative correlation learning. The first step is to generate the training set of specified number with repeated sampling method in Bagging algorithm; the second step is to, in the training process, use the negative correlation learning algorithm and the proposed ANCL algorithm as well as the combined algorithm, which is abbreviated as ANCLBag algorithm.

The main step of the algorithm is:

1. Divide the original sample set into initial training set and validation set. With the method of repeated sampling, \(M\) different sample sets are generated in the initial training set for the following training. The size of each sample set equals to that of the initial training set.

2. Adopt ANCL algorithm to train \(M\) network for integrating.

3. Calculate the error rate of the validation sets in each network and network integration. If the error rate is less than the preset value, end the training, and the network is the final one; otherwise, continue the training. The calculation of error rate is shown as Equation (13).

\[
E = 100\frac{O_{\text{max}} - O_{\text{min}}}{K^V} \sum_{i=1}^{V} \sum_{j=1}^{K} (Y_i(v) - Z_i(v))^2
\]

Where \(O_{\text{max}}\) and \(O_{\text{min}}\) are the maximum value and minimum value of the output in corresponding data set, and \(V\) is the sample size of the validation set, \(K\) is the number of output node. \(Y_i(v)\) and \(Z_i(v)\) are the actual output and object output of the \(i\)th output node corresponding to a verified sample \(v\). \(V\) and \(K\) are used to normalize the above error formulas, which is to make the error rate free of impacts of validation set size and output nodes numbers.

4. After training, set weights for each network in accordance with the current error rate of each individual network in the validation set for the final integrating.

3.2. Selective negative correlation learning SNCL based on clustering

The selective negative correlation learning algorithm based on clustering includes two parts: the network generation and network selection. In the first part, the network generation means to generate fixed number of neural network with the method of ANN integrating learning training; in the second part, the network selection means to select part of the network from the current networks for next step with the selection algorithm.

To sum up, the whole process of the algorithm can be described as Algorithm 1 (each of the subset are \(S_1, S_2, \ldots, S_N\)).

Algorithm 1 selective algorithm based on clustering

**Input:** \(2N\) networks  
**Output:** \(N\) optimized networks  
Set \(A\) is the final network set after selection, and set \(B\) is the network set without processing  
Initial condition, \(A\) is empty and \(B\) is the current all the \(2N\) networks
while (Set $B$ is not empty)
2. Select network $Net_i$ from set $B$ randomly;
3. Calculate $Net_i$ and the correlation value of other networks in $B$;
4. if (Net$j$ has the maximum correlation with Net $i$)
5. Label Net $j$ and Net $i$ as a pair. Pair $n$, $n \leq N$;
6. Delete Net $j$ and Net $i$ from $B$;
7. endif;
8. endwhile;
9. foreach (Pair $n$)
10. if (accuracy of Net $j$ is greater than that of Net $i$)
11. Add Net $j$ into set $A$;
12. else
13. Add Net $i$ into set $A$;
14. endif;
15. endforeach;
16. return set $A$;
17. end

4. Experiments

4.1. Data set selection

At present, the feature extraction and recognition of underwater target are implemented by means of sequential signal structure, power spectrum characteristics and time-spectrum analysis. Under the current conditions in the laboratory, several underwater noises collecting services are set in real waters in this experiment to collect data. In terms of the actual observing value, the width of the river is a dynamic value, which is influenced by the external environment a lot. The target vessel, with the sounding equipment, moves in the river along different directions and at different speeds according to the experiment requirements.

The vessel moves with different sounding bodies and at different speeds. The experiment defines it as several different objects, and the specific data size is show in Table 1.

<table>
<thead>
<tr>
<th>Data content</th>
<th>Audio parameter</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Channels</td>
<td>Quantization</td>
</tr>
<tr>
<td>3K</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5K</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>9K</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>13K</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>15K</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

It can be seen in Table 1 that the experiment has carefully classified the three kinds of objects. The total number of the samples is 24703, 18000 of which are used as training set, taking 72.8% of all the samples. 6800 are used as test set, taking 27.5% of all the samples.

4.2. Underwater target recognition step

In this paper, MFCC is used as the characteristic parameter of extraction and recognition. In the experiment, the number of Triangular Bandpass Filters is set as 24, and the parameters from the second dimension to 13th dimension are selected (number of feature dimension is counted from 0), in which 12 dimensions are included. The MFCC feature parameter from 0 dimension to 13 dimensions extracted from the underwater target noise signal is shown in Figure 3. In addition, first difference processing is done for selected parameters, which may add dynamic feature of underwater target noise into feature parameters; however, the disadvantage is that it may double the dimension of feature parameter.
4.3. Results and analysis

The experiment includes two parts. The first is to select the optimized parameter in accordance with the experiment and the number of compressed feature vector. Then, verify the effectiveness of the SANCLbag in incremental learning and compare it with the common incremental learning algorithm Learn++ based on increment and fixed FSNCL algorithm.

In the experiment, the left frame number of each frame of sound is 25 to 30 after separating frame and eliminating mute segment. In the experiment of parameter comparison, the number of feature vector after compressing is set as 25, 20, 15 and 10. The compressed condition of parameter matrix shown in Figure 4.

It can be seen from Figure 5 that the recognition accuracy rate rises with the increase of number of feature vector at first. When the number of vector reaches 15, the accuracy rate is the highest. Then, although the number of vectors increases, the accuracy rate begins to decrease and fluctuate. It can be seen that when the number of vectors is too small, the compression rate of feature data is rather high, and the loss of effective data is too high, making the extracted feature parameter cannot be learned by the model, which decreases the recognition accuracy rate of the model; however, when the number of feature vector reaches to certain value, the accuracy rate would not increase any more. Instead, it would decrease a little. Therefore, in the following experiments, the number of compressed feature vector is selected as 15.
the relation between training time and recognition accuracy rate more clearly, the recognition results of the three algorithms are shown as the line chart in Figure 6. The abscissa is the incremental training time, and the ordinate is the accuracy rate. The three algorithms are presented by different types of lines.

![Figure 6. Incremental training recognition accuracy rate of three algorithms](image)

Generally, it can be seen that the recognition accuracy rates of the three algorithms rise as the times of incremental training increases. But it is not a consistent rising; there are fluctuations. Also, the rising tendency increases slowly. The reason that why the recognition accuracy rates rise is that the model has learned more and more features of samples after the previous data training, which is also an important feature of incremental learning. However, when the training samples accumulate to certain degree, the model has learned and mastered most of the feature, and the new added sample would not add new features for the training samples. Therefore, the recognition accuracy rate would not rise consistently any more.

5. Conclusions

This paper has studied and improved the negative correlation incremental learning to enable it to solve the multi-classifier integration problems in underwater target recognition. Based on the NCL algorithm, this paper studies its advantages and disadvantages in training. Also, this paper proposes an adaptive NCL algorithm, by taking experiment formula as reference value when set up the initial value of hidden layer nodes, it is able to adaptively add or delete number of hidden nodes in training, and it also introduces the steepness factors to reduce the iteration times in the training. In addition, a new SANCLBag algorithm is proposed by combining it with Bagging algorithm with the selective integration method based on clustering and ordering. The algorithm has taken into consideration the accuracy and diversity of the model, and the experiment results show that the model taking SANCLBag as recognition module is of higher recognition accuracy rate. It is able to solve the feature integration and classification problems of underwater target effectively.
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