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Abstract

Short term flicker severity Pst is an important index to measure the power quality in the IEC standard, and the accurate calculation of Pst is the precondition to improve power quality. In order to improve the calculation accuracy of Pst, a novel method based on atomic decomposition and the real-coded quantum evolutionary algorithm is proposed to calculate the short time flicker severity Pst. Its core is that, firstly, on the basis of the Gabor complete atomic library, the real-coded quantum evolutionary algorithm is used to optimize the atomic parameters instead of using the matching pursuits algorithms, thereby improving search efficiency. Secondly, atomic decomposition technique based on real-coded quantum evolutionary algorithms is adopted to analyze harmonic components of the voltage fluctuation signal of power systems, which improves analysis ability. Finally, the proposed method is used to calculate Pst to improve calculation accuracy. Simulation experiment shows that based on the atomic decomposition and real-coded quantum evolutionary algorithm, the calculation results of the short time flicker severity Pst for power systems have higher precision compared with the results of other methods. This proves the validity and applicability of the proposed method.
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1. Introduction

With the development of the power market, most consumers have paid more and more attention to the quality of power, especially voltage [1]. The high-power load used in power grids causes rapid changes in power load. The power system has faced so much electrical pollution, such as power harmonics, voltage fluctuation, flicker and three-phase voltage imbalance. It also causes direct or potential harm to the safe operation of the power system. So, it is important to monitor power quality in real time and to take reasonable measures to improve the power quality based on the monitoring data.

Voltage fluctuation and flicker are important indicators of power quality [2]. Short term flicker severity Pst is a major comprehensive index that measures the quality of the power in the IEC standard, and the accurate calculation of Pst is the basis for monitoring power quality. In the past, FFT, which has some shortcomings such as spectrum leakage and fence effect, is used to calculate Pst.

This low calculation accuracy of Pst has a poor actual application effect. Literature [3,4] has put forward modifications of the FFT algorithm to overcome the shortcomings, but the interpolation cannot really fundamentally eliminate the influence of spectrum leakage and the fence effect. It is difficult for interpolation to improve the accuracy of calculation. At the same time, the IFFT algorithm is seriously affected by the noise [5,6,7,8].
In recent years, the atomic decomposition technique, which was presented by Mallat and Zhang to decompose the signal based on a complete atom library, has been widely used in the field of signal processing [9,10]. The atomic decomposition process uses essentially a series of related signals to approximate the original signals, and the original signal can be reconstructed in a smaller amount of computation, while parameters of the signal can be selected. The signal decomposition uses the matching pursuits algorithm [11]. That is to say, at each iteration, an atom is selected from the atomic library to match the residual component of the signal, and then the signal is expressed as a linear combination of the most matched atoms.

The atomic decomposition provides a new way to calculate the short time flicker severity Pst in power systems [12,13]. In this paper, a real-coded quantum evolutionary algorithm and an atomic decomposition based power system short time flicker severity Pst calculation method is proposed [14]. The atomic decomposition is applied to a power system short-term flicker severity Pst calculation. We take into account the existence of the MP algorithm, such as a large amount of computation and a search space for discretization [15,16,17]. In the discontinuous search space, it is impossible to find the global optimal solution. So, we use a real-coded quantum evolutionary algorithm to optimize the matching algorithm. Finally, simulation experiments show that the proposed method can greatly improve the calculation accuracy of the short time flicker severity Pst [18,19,20].

2. Atomic decomposition

Suppose that $D = \{g_k, k = 1, 2, ..., K\}$ is an over-complete set in Hilbert space. If the element $g_k$ in $D$ is similar to the structure of signal $f$, the base of signal $f$ can be flexibly selected from $D$ by the characteristics of the signal itself. Because $D$ is complete and non-orthogonal, $g_k$ is no longer a true sense of the base, which is renamed to the atom, and then $D$ is called the atomic library, which can get a sparse decomposition of the signal $f$.

$$\hat{f} = \sum_{k=0}^{N-1} c_k g_k \rightarrow f$$

(1)

where $G$ is a constant coefficient.

In order to obtain a more concise and flexible sparse representation of the signal $f$, we need to select the atomic combination of the whole and local features of the best matching signal in a complete atomic library. That is, we need to minimize the energy of the error signal.

$$\varepsilon = \|f - \hat{f}\| \rightarrow \min$$

(2)

Gabor time-frequency atom has been widely used because of its good time-frequency resolution and time-frequency aggregation. The Gabor atom is made up of Gauss's function through expansion, translation and modulation. Its real expression is:

$$g_s(t) = \frac{K}{\sqrt{S}} g_s\left(\frac{t - \tau}{s}\right) \cos(\beta + \phi)$$

(3)

where $g(t) = 2^{\nu/2} e^{-\pi t^2}$ is the Gauss function; $K$ is the normalization factor; $S$ is the scale parameter and represents the span of the atom in the time domain. $\nu$ is the displacement factor, which represents the center position of the atom in the time domain envelope. $\beta$ is the frequency factor, which represents the center of the atom in the frequency domain envelope. $\phi$ is the phase factor, which represents the initial phase angle of the envelope atomic signal. From Formula (3) we can see that the $g_s$ is uniquely determined by the time-frequency parameter $\gamma = (s, t, \beta, \phi)$.

The over complete atomic library obtained by Formula (3) is infinite, so it cannot be used in the actual situation. We need to discretize the time-frequency parameters of atoms in the atomic library to form a finite atomic library and ensure its completeness of the signal. The discretization method for atomic time-frequency parameters in the atomic library is: suppose that $\Delta t$ and $\Delta u$ are discrete intervals of time and frequency respectively, and both of them satisfy $\Delta t = \Delta u/2\pi < 1$, then the time-frequency parameter $\gamma = (s, u, \beta, \phi)$ discretization is:

$$\gamma = (a^\lambda p\Delta t, ka^{-1}\Delta u, i\Delta \phi)$$

(4)

The related parameters in Eq.(4) are set as Eq.(5). The atomic decomposition process adopts the MP algorithm. Suppose that $D$ is a discretized d over-complete Gabor atom library. For a signal $f$ of length $N$, the MP algorithm steps are as follows:
First, atoms in the atomic library with the largest inner product of the signal are selected, which decomposes the signal into

\[
\begin{align*}
    a &= 2 \\
    \Delta \tau &= 1/2 \\
    \Delta \xi &= \pi \\
    \Delta \varphi &= \pi/6 \\
    0 &\leq j \leq \log_2 N \\
    0 &\leq p \leq 2^{-j+1} N \\
    0 &\leq k < 2^{-i+1} \\
    0 &\leq i \leq 12
\end{align*}
\]

where \( f(t) \) is a signal and \( R(t) \) is the residual signal after decomposition.

Then, the residual signals are decomposed by the same decomposition. It is selected from the atomic database in its most matching atom. By similar continuous iteration, when the accuracy requirements are met, the decomposition will stop. The signal can be expressed as

\[
f(t) = \sum_{j=0}^{n-1} \left( R^j(t) \right) R^{n-1}(t) = \sum_{j=0}^{n-1} \left( R^j(t) \right) g_{j} g_{j+1}(t) + R^*(t)
\]

where \( R(t) \) is a signal and \( f(t) \) is the residual signal after decomposition.

3. Real-coded quantum evolutionary algorithm

In Ref. [11,12], a real-coded chromosome, whose allele is composed of one component \( x_i \) of variable vector \( X \) and probability amplitudes \( \alpha, \beta \) of one qubit, \( i = 1, 2, \ldots, n \), in RQEA is represented as:

\[
q = \begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n \\
  \alpha_1 \\
  \alpha_2 \\
  \vdots \\
  \alpha_n \\
  \beta_1 \\
  \beta_2 \\
  \vdots \\
  \beta_n
\end{bmatrix}
\]

where \( n \) is the length of the chromosome and lies on the dimensions of variable vector \( X \).

The single-gene mutation is adopted to update the population at each iteration in RQEA. Assume that RQEA maintains a population \( \rho(t) = \{\rho_i\} \) at the \( t \)-th iteration, where \( j = 1, 2, \ldots, N \), \( N \) is the population size. Select the \( i \)-th gene \( (x^i_1, x^i_2, \ldots, x^i_j, \alpha_i, \beta_i) \) of \( \rho_i \) and update the value of \( x^i_j \), using the Gaussian mutation, which is expressed as:

\[
x^i_{j,k} = x^i_j + (x_{i,max} - x_{i,min})N(0, \sigma^2)
\]

where \( k \in [\alpha, \beta] \), \( \sigma^2 \) denotes the Gaussian distribution variance, and its value is designed as:

\[
\sigma^2 = \frac{\sqrt{\left| x^i_j \right|}}{\sqrt{5}}, \quad k = \beta
\]
To avoid generating the infeasible solution, the value of \( x_{j}^{t+1,k} \) is clipped according to Eq.(12). Until the value of \( x_{j}^{t+1,k} \) lies in the feasible solution space, Eq.(5) has to be performed repeatedly.

\[
\begin{align*}
  x_{j}^{t+1,k} &= 2x_{i,max} - x_{j}^{t+1,k}, \quad x_{j}^{t+1,k} > x_{i,max} \\
  x_{j}^{t+1,k} &= 2x_{i,min} - x_{j}^{t+1,k}, \quad x_{j}^{t+1,k} < x_{i,min}
\end{align*}
\] (12)

If the feasible solution derived from Eq.(10)∼(12) \( (x_{j}^{t}, L, x_{j}^{t+1,k}, L x_{j}^{t+1,k}) \) is superior to the feasible solution \( (x_{j}^{'}, L, x_{j}^{'}, L x_{j}^{'}) \), then the valid evolution is carried out, and \( x_{j}^{t} = x_{j}^{t+1,k}, \quad \alpha_{j}^{t+1} = \alpha_{j}^{t}, \quad \beta_{j}^{t+1} = \beta_{j}^{t} \). Otherwise, the invalid evolution is done, the feasible solution \( (x_{j}^{t}, L, x_{j}^{t}, L x_{j}^{t}, L) \) is retained, and \( (\alpha_{j}^{t}, \beta_{j}^{t}) \) is updated by quantum rotation gates as:

\[
\begin{bmatrix}
  \alpha_{j}^{t+1} \\
  \beta_{j}^{t+1}
\end{bmatrix} =
\begin{bmatrix}
  \cos(\Delta\theta_{j}) & -\sin(\Delta\theta_{j}) \\
  \sin(\Delta\theta_{j}) & \cos(\Delta\theta_{j})
\end{bmatrix}\begin{bmatrix}
  \alpha_{j}^{t} \\
  \beta_{j}^{t}
\end{bmatrix}
\] (13)

where \( \Delta\theta_{j} \) is the rotation angle, and the value of \( \Delta\theta_{j} \) is designed as:

\[
\Delta\theta_{j} = \text{sgn}(\alpha_{j}, \beta_{j})\theta_{0} \exp(-\frac{\beta_{j}}{\alpha_{j}^{2} + \gamma})
\] (14)

where \( \text{sgn}(\cdot) \) is the sign function that determines the direction of \( \Delta\theta_{j} \) and \( \theta_{0} \) is the initial rotation angle; \( \gamma \) is evolutionary scale. \( \theta_{0} \), \( \gamma \) and \( (\alpha_{j}, \beta_{j}) \) decide the size of \( \Delta\theta_{j} \) together and control the convergence rate of the algorithms.

From Eq. (13) and (14), we can see that, with an increase of iterations \( t \), the value of \( |\alpha_{j}| \) decreases gradually, and then ‘Fine search’ in the neighborhood of current solution is carried out. In reverse, the value of \( |\beta_{j}| \) increases gradually, and then ‘Coarse search’ in the whole search space is realized. Based on ‘Fine search’ in the local search space and ‘Coarse search’ in the global search space, NRQEA can treat the balance between exploration and exploitation, which is the origin of the complementary mutation operator. In the case of \( (\alpha_{j}, \beta_{j}) \) in the Ith quadrant, Figure 1 demonstrates the principle of the complementary mutation operator. Let the number of “Fine search” and “Coarse search” for every individual be \( m_{1} \) and \( m_{2} \), respectively, and \( m_{1} > m_{2} \).

In RQEA, discrete crossover is performed at period \( \tau_{c} \) to enhance the intercourse among the individuals and make use of the better gene obtained.

![Figure 1. Principle of complementary mutation operator](image)

The process of discrete crossover operator can be explained as follows: firstly, select \( k \) excellent individuals from a population by the order of fitness value, and \( k < N \). Then, for each excellent individual \( p_{u}^{v}, \ u = 1, L, k \), select another individual \( p_{v}^{u}, \ v = 1, L, N, \ v \neq u \), at random from the population and let \( p_{u}^{v} \) and \( p_{v}^{u} \) as parents. Exchange every corresponding gene by \( 1/2 \) probability and generate the new individual \( c' \), which can be described as:
\[
\begin{align*}
(x'_{ij}, \alpha'_{ij}, \beta'_{ij})^T &= \begin{cases} (x'_{ij}, \alpha'_{ij}, \beta'_{ij})^T, & r < 0.5 \\
(x'_{ij}, \alpha'_{ij}, \beta'_{ij})^T, & r \geq 0.5 \end{cases}
\end{align*}
\]

(15)

where \( (x'_{ij}, \alpha'_{ij}, \beta'_{ij})^T \), \( (x'_{ij}, \alpha'_{ij}, \beta'_{ij})^T \) and \( (x'_{ij}, \alpha'_{ij}, \beta'_{ij})^T \) are the \( i \)th gene of \( p'_u \), \( p'_i \) and \( c' \), respectively, and \( r \) denotes a pseudo-random number selected with a uniform distribution over \((0,1)\).

RQEA puts in practice discrete crossover for each excellent individual selected \( m \) times. If the fitness value of \( c' \) is superior to that of \( p'_u \), then \( p'_u \) is set to \( c' \). Otherwise, \( p'_u \) is retained. It is worthwhile to mention that, when the real-valued variables in Eq.(10) are strongly correlated, discrete crossover operator would play an important role on preventing algorithms from being trapped in the local optima.

4. Calculation process and steps of the short time flicker severity \( P_{st} \)

The calculation method of IEC definition of the short time flicker severity \( P_{st} \) is that, firstly, for the voltage fluctuation caused by the random variation of the load, the instantaneous visual sense of \( S(t) \) is sampled at equal intervals within a long enough time of observation \( T \) (at least 10min). Secondly, we classify the \( S(t) \) data, count the probability distribution of each level, and then obtain the probability distribution function (CPF) by the probability of each level of data distribution. Finally, according to CPF, level the statistical evaluation of flicker, that is, calculate flash \( P_m \). It can be seen that the instantaneous visual sensation directly reflects the influence of the voltage fluctuation on the human visual perception, which is the key point of the calculation. We can define the instantaneous value of the visual sense of the discrete \( S(t) \) curve on the value of \( p_i \) for the instantaneous flicker. According to the calculation method of the short time flicker severity defined by IEC, the calculation steps can be described as:

Step1: Sample the continuous voltage signal \( u(t) \) to the discrete voltage signal \( u(n) \). Make each half cycle of discrete signals \( u(n) \) calculate a voltage RMS voltage to the RMS value of the sequence \( U(n) \). The root mean square value curve of discrete voltage can be formed.

Step2: The voltage root mean square value sequence \( U(n) \) is divided into equal intervals by time \( \tau \), and the root mean square value sequence of the voltage is divided into \( U_i(n) \), \( i = 1, \ldots, N \). \( N \) is the total number divided into the observation time \( T \), and \( N = T/\tau \). Then, perform FFT analysis of the root mean square value sequence in each division, and then we can discrete spectral sequences \( U_{im}(m) \), \( m = 1, \ldots, M \). \( M \) is the upper limit of the frequency spectrum. We then get the corresponding frequency \( f_m \), which is the sine voltage RMS curve of the peak value. The frequency of voltage fluctuation value \( \Delta U_{im}(m) \) is \( f_m \).

\[
U_{im}(m) = \text{FFT}(U_i(n))
\]

(16)

\[
\Delta U_{im}(m) = \frac{2}{U_{im}(m)}
\]

(17)

Step3: The instantaneous flicker value \( p_i \) of the \( i \) voltage RMS sequence dividing \( U_i(n) \) is equal to the sum of the corresponding instantaneous flicker values of each frequency \( f_m \) on the corresponding frequency spectrum, that is:

\[
p_i = \sum_{m=1}^{M} \left[ \frac{2U_{im}(m)}{du_m} \right]^2, \quad i = 1, \ldots, N
\]

(18)

where \( du_m \) is the sine voltage fluctuation value whose frequency is \( f_m \) at the unit instantaneous flicker value.
Step4: The instantaneous flicker value $i_P$ is divided into $L$ level by dividing the observation time $T$, because $i_P$ is equal interval data, the probability of data distribution in the class can be expressed by the frequency of the corresponding rank data $p(l)$, $l = 1, L$, as follows:

$$p(l) = N_l/N$$ (19)

where $N_l$ is the number of data distribution in class.

Step5: According to the probability of data distribution $P(l)$ a histogram can be obtained, and then form CPF. The CPF obtained by the instantaneous flicker value $P_l$ reflects the percentage of the instantaneous flicker value $T$ over a certain limit of time to the observation time $i_P$. For the instantaneous flicker value CPF curve of the random variation load, the short time flicker severity $P_l$ is calculated by the 5 prescribed values, they are as follows:

$$P_l = (0.0314P_{0.1} + 0.0525P_1 + 0.0657P_3 + 0.28P_5 + 0.08P_{50})^{0.5}$$ where $P_{0.1}, P_1, P_3,$ and $P_{50}$ are the perceived unit value, which are instantaneous flicker value $P_l$ over 0.1%, 1%, 3%, 10% and 50% time during observation time $T$ over 0.1%, 3%, 10% and times separately.

5 Simulation experiment

Through a large number of tests, IEC get the instantaneous flicker value of the unit sine wave voltage, rectangular wave voltage and voltage fluctuation value $\Delta V/\%$. In this paper, simulation test is done based on the IEC standard data, the fluctuation voltage is sampled at equal interval, and the sampling interval is $t = 10$ms, that is, sampling frequency $f_s = 1/\Delta t = 100kHz$, sampling length is 1s. As the fluctuation voltage waveform, voltage fluctuation value and the rate of determination are fixed, the calculated $P_l$ is fixed at 0.7144. In order to compare the effectiveness of the method, the IFFT method and RQEA-Atom method are used to analyze the frequency spectrum. And the relationship between sine wave voltage of frequency and corresponding frequency is obtained by fitting the instantaneous flicker value in trained BP neural network.

Simulation test is carried out on the IEC standard to provide sinusoidal wave voltage and rectangular wave voltage at different frequencies. Table 1 and Table 2 were both compared with the experimental results. Due to limited space, Figure 2 and Figure 3 show the decomposing process of the sine wave and rectangular envelope signal with frequency of 8.8Hz using RQEA-Atom.

<table>
<thead>
<tr>
<th>$f$ / Hz</th>
<th>$\Delta t / %$</th>
<th>FFT</th>
<th>IFFT</th>
<th>RQEA-Atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>0.500</td>
<td>0.7132</td>
<td>-0.1120</td>
<td>0.7144</td>
</tr>
<tr>
<td>4.5</td>
<td>0.445</td>
<td>0.7067</td>
<td>-1.0224</td>
<td>0.7156</td>
</tr>
<tr>
<td>5.0</td>
<td>0.398</td>
<td>0.6638</td>
<td>-7.0308</td>
<td>0.7129</td>
</tr>
<tr>
<td>5.5</td>
<td>0.360</td>
<td>0.5952</td>
<td>-16.6386</td>
<td>0.7129</td>
</tr>
<tr>
<td>6.0</td>
<td>0.328</td>
<td>0.5050</td>
<td>-29.2717</td>
<td>0.7145</td>
</tr>
<tr>
<td>6.5</td>
<td>0.300</td>
<td>0.5087</td>
<td>-28.7535</td>
<td>0.7143</td>
</tr>
<tr>
<td>7.0</td>
<td>0.280</td>
<td>0.6020</td>
<td>-15.6862</td>
<td>0.7151</td>
</tr>
<tr>
<td>7.5</td>
<td>0.266</td>
<td>0.6698</td>
<td>-6.1904</td>
<td>0.7150</td>
</tr>
<tr>
<td>8.0</td>
<td>0.256</td>
<td>0.7042</td>
<td>-1.3725</td>
<td>0.7113</td>
</tr>
<tr>
<td>8.5</td>
<td>0.250</td>
<td>0.6997</td>
<td>-2.0028</td>
<td>0.7128</td>
</tr>
<tr>
<td>9.0</td>
<td>0.254</td>
<td>0.6220</td>
<td>-12.8851</td>
<td>0.7097</td>
</tr>
<tr>
<td>10.0</td>
<td>0.262</td>
<td>0.5429</td>
<td>-23.9635</td>
<td>0.7154</td>
</tr>
<tr>
<td>10.5</td>
<td>0.270</td>
<td>0.4698</td>
<td>-34.2016</td>
<td>0.7138</td>
</tr>
<tr>
<td>11.0</td>
<td>0.282</td>
<td>0.3693</td>
<td>-20.2661</td>
<td>0.7149</td>
</tr>
<tr>
<td>11.5</td>
<td>0.296</td>
<td>0.6465</td>
<td>-9.4537</td>
<td>0.7141</td>
</tr>
<tr>
<td>12.0</td>
<td>0.312</td>
<td>0.6957</td>
<td>-2.5630</td>
<td>0.7134</td>
</tr>
<tr>
<td>13.0</td>
<td>0.348</td>
<td>0.6973</td>
<td>-2.3389</td>
<td>0.7133</td>
</tr>
<tr>
<td>14.0</td>
<td>0.388</td>
<td>0.5739</td>
<td>-19.6218</td>
<td>0.7148</td>
</tr>
<tr>
<td>15.0</td>
<td>0.432</td>
<td>0.5372</td>
<td>-24.7619</td>
<td>0.7138</td>
</tr>
<tr>
<td>16.0</td>
<td>0.480</td>
<td>0.6828</td>
<td>-4.3697</td>
<td>0.7136</td>
</tr>
<tr>
<td>17.0</td>
<td>0.537</td>
<td>0.7067</td>
<td>-1.0224</td>
<td>0.7137</td>
</tr>
<tr>
<td>18.0</td>
<td>0.584</td>
<td>0.6015</td>
<td>-15.7363</td>
<td>0.7144</td>
</tr>
<tr>
<td>19.0</td>
<td>0.640</td>
<td>0.5043</td>
<td>-29.3697</td>
<td>0.7131</td>
</tr>
<tr>
<td>20.0</td>
<td>0.700</td>
<td>0.6669</td>
<td>-6.5966</td>
<td>0.7143</td>
</tr>
</tbody>
</table>
Table 2. Comparison of experimental results for square wave

<table>
<thead>
<tr>
<th>( f / \text{Hz} )</th>
<th>( \Delta u / % )</th>
<th>FFT</th>
<th>IFFT</th>
<th>RQEA-Atom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( P_{st} )</td>
<td>Error%</td>
<td>( P_{st} )</td>
<td>Error%</td>
</tr>
<tr>
<td>4.0</td>
<td>0.333</td>
<td>0.6069</td>
<td>-15.0000</td>
<td>0.6988</td>
</tr>
<tr>
<td>4.5</td>
<td>0.316</td>
<td>0.6832</td>
<td>-4.3137</td>
<td>0.7008</td>
</tr>
<tr>
<td>5.0</td>
<td>0.293</td>
<td>0.6338</td>
<td>-11.2324</td>
<td>0.7042</td>
</tr>
<tr>
<td>5.5</td>
<td>0.269</td>
<td>0.5662</td>
<td>-20.7002</td>
<td>0.6966</td>
</tr>
<tr>
<td>6.0</td>
<td>0.249</td>
<td>0.5007</td>
<td>-29.8739</td>
<td>0.7029</td>
</tr>
<tr>
<td>6.5</td>
<td>0.231</td>
<td>0.4991</td>
<td>-30.0980</td>
<td>0.7069</td>
</tr>
<tr>
<td>7.0</td>
<td>0.217</td>
<td>0.6002</td>
<td>-15.9383</td>
<td>0.7110</td>
</tr>
<tr>
<td>7.5</td>
<td>0.207</td>
<td>0.6653</td>
<td>-6.8207</td>
<td>0.7126</td>
</tr>
<tr>
<td>8.0</td>
<td>0.201</td>
<td>0.7044</td>
<td>-1.3445</td>
<td>0.7146</td>
</tr>
<tr>
<td>8.8</td>
<td>0.199</td>
<td>0.7090</td>
<td>-0.7002</td>
<td>0.7224</td>
</tr>
<tr>
<td>9.5</td>
<td>0.200</td>
<td>0.6242</td>
<td>-12.5770</td>
<td>0.7112</td>
</tr>
<tr>
<td>10.0</td>
<td>0.205</td>
<td>0.5586</td>
<td>-21.7647</td>
<td>0.7175</td>
</tr>
<tr>
<td>10.5</td>
<td>0.213</td>
<td>0.4709</td>
<td>-34.0476</td>
<td>0.7170</td>
</tr>
<tr>
<td>11.0</td>
<td>0.223</td>
<td>0.5718</td>
<td>-19.9159</td>
<td>0.7197</td>
</tr>
<tr>
<td>11.5</td>
<td>0.234</td>
<td>0.6504</td>
<td>-8.9075</td>
<td>0.7191</td>
</tr>
<tr>
<td>12.0</td>
<td>0.246</td>
<td>0.6989</td>
<td>-2.1148</td>
<td>0.7168</td>
</tr>
<tr>
<td>13.0</td>
<td>0.275</td>
<td>0.7026</td>
<td>-1.5966</td>
<td>0.7185</td>
</tr>
<tr>
<td>14.0</td>
<td>0.308</td>
<td>0.5815</td>
<td>-18.3574</td>
<td>0.7227</td>
</tr>
<tr>
<td>15.0</td>
<td>0.344</td>
<td>0.5406</td>
<td>-24.2857</td>
<td>0.7212</td>
</tr>
<tr>
<td>16.0</td>
<td>0.380</td>
<td>0.6893</td>
<td>-3.4593</td>
<td>0.7201</td>
</tr>
<tr>
<td>17.0</td>
<td>0.333</td>
<td>0.7154</td>
<td>0.1960</td>
<td>0.7224</td>
</tr>
<tr>
<td>18.0</td>
<td>0.316</td>
<td>0.6065</td>
<td>-15.0560</td>
<td>0.7186</td>
</tr>
<tr>
<td>19.0</td>
<td>0.293</td>
<td>0.5049</td>
<td>-29.2857</td>
<td>0.7176</td>
</tr>
<tr>
<td>20.0</td>
<td>0.269</td>
<td>0.6807</td>
<td>-4.6638</td>
<td>0.7291</td>
</tr>
</tbody>
</table>

Figure 2. 8.8Hz sine wave signal decomposition process
It can be seen from Table 1 and Table 2 that the proposed method for the sinusoidal fluctuation voltage and rectangular wave voltage has high accuracy, obviously better than FFT method and IFFT method. On the one hand, the calculated $P_a$ by FFT method appears larger vibration, the calculated $P_a$ by IFFT method is not stable enough. However, the calculated $P_a$ by the method in this paper is very stable. On the other hand, the FFT method has a very poor accuracy in calculating $P_a$. The IFFT method has a greater degree of improvement compared with the FFT method. However, the method in this paper has better accuracy than the FFT and the IFFT. Obviously, the proposed method is not only very precise, but also very stable.

From Figure 2, we can see that the 8.8Hz sine wave envelope signal was decomposed by the RQEA-Atom, and the amplitude and frequency of the envelope signal are 0.249999V and 8.799998Hz respectively. They are close to the actual values with a very high precision. Figure 2 (c) depicts the error in reconstructing the envelope signal using the first decomposition results. It can be seen that the method is able to reconstruct the sine wave signal with high precision.

Figure 3. describes the process of using RQEA-Atom to reconstruct the envelope of the rectangular wave.
From Figure 3 (b), it can be seen that the fundamental frequency of the envelope extracted by the first atomic decomposition is 0.317558 V and the frequency is 8.800864 Hz. They are close to the theoretical value of 0.318309 V and 8.8 Hz.

From Figure 3 (d) and (f), we can know that the third harmonic and fifth harmonic are extracted from the envelope after the second and third atomic decomposition. The method can reproduce the rectangular wave signal with high accuracy.

6. Conclusions

In this paper, the spectrum of the envelope of voltage fluctuation signal is analyzed by using the method of atomic decomposition. Using real-coded quantum evolutionary algorithm to optimize the MP matching algorithm, a new method to calculate the \( P_{st} \) of the short time flicker severity in power system is presented. Simulation results show that the proposed method is used to calculate \( P_{st} \) with high accuracy, and that it is very stable. The method based on atomic decomposition and real coded quantum evolutionary algorithm not only provides a new way for the calculation of \( P_{st} \) in power systems, but also provides a tool for solving similar problems in related fields.
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