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Abstract 

Personalized recommendation systems based on the collaborative filtering algorithm are faced with an excessive user rating data 

sparseness problem. In order to solve this problem, an improved collaborative filtering algorithm is proposed, which gathers a variety of 

single numerical filling methods and selects a more appropriate filling method according to the filling rules to fill the vacant positions in 

the user-item scoring matrix filling. The recommendations are then made on the populated user-item score matrix through a user-based 

collaborative filtering approach. The method of data mixed filling can effectively reduce the recommended error and numerical 

singularity caused by fixed filling values such as the mean and median. The improved collaborative filtering algorithm is tested on the 

Movie Lens data set. The results show that the method of data mixing is adopted to fill the empty positions in the scoring matrix, which 

effectively alleviates the data sparsity problem in the collaborative filtering algorithm and improves the accuracy of recommendation 

systems for target users. 

 
Keywords: collaborative filtering; sparse data; multivariate value filling; fill rule 
 

(Submitted on June 11, 2019; Revised on July 13, 2019; Accepted on August 14, 2019) 

 

© 2019 Totem Publisher, Inc. All rights reserved. 
 

 

1. Introduction 

 

In order to solve the problem of how to quickly and accurately recommend products of interest to users and solve 

information overload problems, personalized recommendation systems have emerged and are widely used in various 

industries as a convenient way to find interesting and valuable information bands for users [1-2]. 

 

At present, researchers have introduced a variety of recommendation algorithms based on collaborative filtering. 

Compared with other algorithms, the collaborative filtering recommendation algorithm is scalable and easy to implement, 

and it is widely used in e-commerce and other fields. However, collaborative filtering technology still faces some challenges. 

For example, on some large websites and e-commerce platforms, the number of projects that users have evaluated is much 

less than the total number of projects on the website. As a result, the data in the user project scoring matrix is extremely 

sparse [3]. When calculating the similarity matrix, the accuracy of similarity is relatively low, and it will be difficult to find 

the nearest neighbor set of the target user or project with an inaccurate similarity value, which leads to the degradation of 

the recommendation system quality [4-5]. For this problem, the common method used by researchers to improve the 

collaborative filtering algorithm and effectively alleviate the sparse problem of the scoring matrix is empty value filling, 

which uses a single numerical value to increase the data density of the scoring matrix [6]. 

 

2. Related Concept 

 

Collaborative filtering algorithms have become a mainstream technology in information filtering and systems. Their main 

functions are prediction and recommendation. They discover users' preferences by mining data about projects' historical 

behaviors, such as clicking and browsing evaluation records, classify users based on different interests, and recommend 

similar products [7-8]. Collaborative filtering can identify potential target user interests [9]. Collaborative filtering 

recommendation algorithms are divided into two categories: the user's collaborative filtering algorithms and the item-based 
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collaborative filtering algorithms. The implementation process of user-based and project-based collaborative filtering 

algorithms is divided into three phases, namely model establishment, nearest neighbor finding, and recommendation 

generation [10-11]. Figure 1 shows the basic operation process of the collaborative filtering algorithm. 

 

Collect user behavior information
Build Calculate Produce

User-project scoring matrix Nearest neighbor Recommendation results

 
Figure 1. Basic steps of the collaboration algorithm 

 

 Firstly, collect user ratings or other behavioral information to build the original user-item scoring matrix.  

 Secondly, by calculating the similarity between target users and all other users, the user with the highest similarity is 

selected as the nearest neighbor set of target users. 

 Thirdly, comprehensive nearest neighbor scores for score prediction and finally produces recommendation results. 

 

At present, there are three main methods of similarity: Pearson correlation similarity, cosine similarity, and modified 

cosine similarity [12]. Since the modified cosine similarity principle is the same as the cosine similarity, with only a slight 

change in the formula, only the calculation formulas of the first two methods are introduced. 

 

 Pearson coefficient correlation is shown in Equation (1). Let Uij be the common user set of items i and j, and then the 

similarity sim (i, j) between item i and item j is measured by the Pearson correlation coefficient [13]. 

 

 𝑠𝑖𝑚(𝑖, 𝑗) =
∑ (𝑅𝑖𝑐 − 𝑅𝑖)(𝑅𝑗𝑐 − 𝑅𝑗)𝑐∈𝑈𝑖𝑗

√∑ (𝑅𝑖𝑐 − 𝑅𝑖)
2

𝑐∈𝑈𝑖𝑗 √∑ (𝑅𝑗𝑐 − 𝑅𝑗)
2

𝑐∈𝑈𝑖𝑗

 (1) 

 

Where Ric and Rjc are the scores of user c on item i and item j, respectively, and 𝑅�̅� and 𝑅�̅� are the average scores of item 

i and item j, respectively. 

 

 Cosine similarity is shown in Equation (2). The score obtained by the project is regarded as the vector in the n-

dimensional user space [14]. If the user does not score the item, the user's rating on the item is set to 0, and the 

similarity between the items is passed through the cosine clip between the vectors. 

 

 𝑠𝑖𝑚(𝑖, 𝑗) =
𝑖 × 𝑗

‖𝑖‖ × ‖𝑗‖
 (2) 

 

Among them, the vector 𝑖, 𝑗 is the score of the item i, j in the n-dimensional space. These two similarity methods can 

effectively calculate the similarity between users (projects). If a user is a new user or has too few items to score, there is no 

common item between the user and other users, resulting in an inability to calculate the similarity between the user and 

other users [15]. Therefore, in response to the problem caused by the extremely sparse user-item scoring matrix, researchers 

have proposed a variety of methods for pre-processing sparse data sets. 

 

3. Single Value Fill Scoring Matrix 

 

3.1. Single Value Data Filling Method 

 

The filling method is a method of solving the sparsity problem by filling all the unevaluated items in the scoring matrix with 

a fixed value. Commonly used fixed values are selected by default, average, median, and mode. The user-item scoring 

matrix is shown in Table 1. Suppose there are n projects and m users, Rij is the score of j for the first i project, and so on [15]. 

The average, median, and mode can be calculated respectively, and these three values are represented by users FA, FP, and 

FM, respectively. It is assumed here that the user u does not overestimate the item v, Iu represents the item that has been 

evaluated by the user u, and Uv represents the set that has been evaluated excessively, as shown in Table 1. 
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Table 1. User-project scoring matrix  

 Item 1 Item 2 …… Item i ...... Item n 

User1 R11 R12 …… R1i …… R1n 

User2 R21 R22 …… R2i …… R2n 

…… …… …… …… …… …… …… 

User j Rj1 Rj2 …… Rji …… Rjn 

…… …… …… …… …… …… …… 

User m Rm1 Rm2 …… Rmi …… Rmn 

 

The fill calculation of the average is shown in Equation (3). 

 

 𝐹𝐴 = {

𝑟𝑢𝑥 
𝑥∈𝐼𝑥 + 𝑟𝑥𝑣 

𝑥∈𝑈𝑉

‖𝐼𝑢‖ + ‖𝑈𝑣‖
,   ‖𝐼𝑢‖ + ‖𝑈𝑣‖ ≠ 0

0,                                 ‖𝐼𝑢‖ + ‖𝑈𝑣‖ = 0

 (3) 

 

Where 𝑟𝑢𝑥 
𝑥∈𝐼𝑥  is the sum of the scores of all items of user u on the line, 𝑟𝑥𝑣 

𝑥∈𝑈𝑉  is the sum of the scores of all users of 

the item v, ‖𝐼𝑢‖ the number of items evaluated by the line of user u, and ‖𝑈𝑣‖ is the number of users who have been scored 

for the items in a column. 

 

The fill calculation of the median is shown in Equation (4). 

 

 𝐹𝑃 =

{
 
 

 
 
𝑀𝑜𝑑𝑥∈𝐼𝑢𝑟𝑢𝑥 +𝑀𝑜𝑑𝑥∈𝑈𝑣𝑟𝑥𝑣

2
,   ‖𝐼𝑢‖ ≠ 0, ‖𝑈𝑣‖ ≠ 0

𝑀𝑜𝑑𝑥∈𝐼𝑢𝑟𝑢𝑥,                               ‖𝑈𝑣‖ = 0

𝑀𝑜𝑑𝑥∈𝑈𝑣𝑟𝑥𝑣 ,                               ‖𝐼𝑢‖ ≠ 0

0,                                                   Other

 (4) 

 

Where 𝑀𝑜𝑑𝑥∈𝐼𝑢𝑟𝑢𝑥  is the mode of the score matrix row, 𝑀𝑜𝑑𝑥∈𝑈𝑣𝑟𝑥𝑣  is the mode of the score matrix column, ‖𝐼𝑢‖ is 

the number of items evaluated by user u's row, and ‖𝑈𝑣‖ is the number of users who have been scored for the item in a column.  

 

The fill calculation of the mode is shown in Equation (5). 

 

 𝐹𝑀 =

{
 
 

 
 
𝑀𝑒𝑑𝑖𝑎𝑛𝑥∈𝐼𝑢𝑟𝑢𝑥 +𝑀𝑒𝑑𝑖𝑎𝑛𝑥∈𝑈𝑣𝑟𝑥𝑣

‖𝐼𝑢‖ + ‖𝑈𝑣‖
,   ‖𝐼𝑢‖ ≠ 0, ‖𝑈𝑣‖ ≠ 0

𝑀𝑒𝑑𝑖𝑎𝑛𝑥∈𝐼𝑢𝑟𝑢𝑥 ,                                      ‖𝑈𝑣‖ = 0

𝑀𝑒𝑑𝑖𝑎𝑛𝑥∈𝑈𝑣𝑟𝑥𝑣  ,                                    ‖𝐼𝑢‖ ≠ 0

0,                                                               Other

 (5) 

 

Where 𝑀𝑒𝑑𝑖𝑎𝑛𝑥∈𝐼𝑢𝑟𝑢𝑥  is the median of the score matrix rows, 𝑀𝑒𝑑𝑖𝑎𝑛𝑥∈𝑈𝑣𝑟𝑥𝑣  is the median of the score matrix 

columns, ‖𝐼𝑢‖ is the number of items evaluated by user u's row, and ‖𝑈𝑣‖ is the number of users who have been scored for 

the items in a column. 

 

3.2. Single Value Filling Implementation  

 

Single value filling can be calculated by using various values such as the average, median, and mode. The user-item scoring 

matrix can be filled by any one of the calculation methods, and the process is the same. In the case of mode padding, the 

steps are as follows: 

 

 Step 1: Enter the user-item score matrix R1. 

 Step 2: Arbitrarily select an item Iiy in R1 to determine whether the item Iiy is scored. If yes, continue to select any 

item Iiy, and if not, proceed to the next step. 

 Step 3: Calculate the population filling of the project Iiy, and proceed to the next step. 

 Step 4: Determine whether all ungraded matrix items are filled. If so, get the filled matrix R2, and if not, continue to 

calculate the mode fill ungraded matrix item to form the filled matrix R2. 



2270                 Xiaohui Cheng, Li Feng, and Qiong Gui 

 

 Step 5: Calculate the similarity based on the populated user-item scoring matrix R2 to find a more realistic set of user 

neighbors. 

 Step 6: Generate recommendation lists. 

 

The specific filling flow is shown in Figure 2. 

 

START

The original scoring 

matrix R1

Whether score

Select any projectIiy

Compute the modal population of 

project Iiy

N

All ungraded items

Whether all of them are 

filled

Form the filled matrix R2

Y

N

END

Y

 
Figure 2. Single value (mode) fill flow chart 

 

Although the single value filling method can alleviate the sparse problem to a certain extent, in the case of a large 

number of users and projects, all the single values are filled and the recommended calculation amount is also large, so it is 

suitable for a small-scale database. In real life, users will have some differences in the scoring of unevaluated items. This 

method is filled with uniform values, without taking into account differences in users' interests, and obliterates the user's 

personality. For example, when filling with the population fill method, the user may have multiple votes or no mode. 

Therefore, the application of the method of majority is more limited. In order to solve this problem, a filling rule is proposed, 

and the unrated items in each scoring matrix can have accurate values. 

 

4. Filling the Mixed Data Scoring Matrix 

 

At present, the fixed value is used to filled the empty position in the score matrix in order to alleviate the problem of data 

sparsity, which is the simple filling method. There are three methods for selecting fixed values, which are mean value, 

median, and mode, and each has its own advantages and disadvantages. They alleviate the problem of data sparsity to an 

extent but have limitations; for example, mean value filling is only suitable for small databases and eliminates the user's 

personalization when it is populated. 

 

Mixed data filling fills the filling value of multiple fixed values (mean value, median, mode) through the appropriate 

filling rules to select a more suitable value for each vacant position in the scoring matrix. 

 

4.1. Algorithm Flow 

 

According to the architecture of the user- and item-based collaborative filtering algorithm and the existing data sparsity 

problem, a collaborative filtering algorithm based on data hybrid filling is proposed. It mainly completes the user and item 
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matrix building module and the nearest neighbor search module according to the filling rules. A new scoring matrix is 

generated, as shown in Figure 3. 

 

User-item scoring matrix
Traversing each row and 

column of the scoring matrix

Filling each vacancy 

position Rji traversed

Use the fill rule to judge and 

generate the fill value

Build a new user-item 

scoring matrix

Find the K nearest neighbor 

sets

Calculating similarity Recommended list

�Construct

 Calculation

 Result

 
Figure 3. Based on the data fill algorithm flowchart mixing collaborative filtering 

 

Combined with the above process, the algorithm considers all the existing filling methods, which alleviates the data 

sparsity problem to an extent. The original scoring matrix designs a new user item scoring matrix according to the filling 

rules to better find the nearest neighbor set and improve the accuracy of the recommendation. 

 

4.2. Data Mixed Filling Rules  

 

There are many methods to solve the data sparsity problem in the user-project scoring matrix, but the degree of mitigation is 

quite different. It is necessary to select appropriate and accurate values in various numerical filling methods to fill the 

vacancy in the scoring matrix. A new filling rule is proposed, and the padding value involved in the rule can at least be 

greater than 1. Calculate the weighted average of all the filling methods that can be considered, perform the range 

calculation for each filled value and the obtained weighted average value, and fill in the filling value corresponding to the 

minimum extreme difference value to the user-item score. The size of the weighted average value depends not only on the 

size of the filling value involved, but also on the frequency of each filling value. When multiple filling values are used in a 

user-item ungraded matrix, the weight will play a corresponding role. This rule takes three types of filling methods as the 

mean, median, and value. 

 

The three filling methods of mean, median, and mode are respectively represented by FA, FP, and FM, and their specific 

calculation processes are respectively shown in Equations (3), (4), and (5). The weighted average is represented by M, Gn (n

∈1, 2, …) represents any one of the filling values, and Wn (n∈1, 2, …) is the number of times the filling value appears. 

Equation (6) and Sij are expressed as a scoring item. 

 

 𝑀 =
𝐺1𝑊1 + 𝐺2𝑊2 +⋯+ 𝐺𝑛𝑊𝑛

𝑊1 +𝑊2 +⋯+𝑊𝑛
 (6) 

 

The range between the mean FA and the weighted mean M is represented by X, the range between the median FP and the 

weighted mean M is represented by Y, and the range between the mode FM and the weighted mean M is represented by Z. 

Equations (7) to (9) are as follows: 
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 𝑋 = |𝐹𝐴 −𝑀| (7) 

 

 𝑌 = |𝐹𝑃 −𝑀| (8) 

 

 𝑍 = |𝐹𝑀 −𝑀| (9) 

 

The median mode of the mean value is compared with the range value after completing the range calculation of the 

weighted average value, and the minimum value is selected. Equations (10) to (12) are as follows, and the filling value 

corresponding to its extreme value is filled into the vacancy position in the user-item score matrix. 

 

 𝑖𝑓 (𝑋 ≤ 𝑌&𝑋 ≤ 𝑍)𝑆𝑖𝑗 = 𝐹𝐴 (10) 

 

 𝑖𝑓 (𝑌 ≤ 𝑋&𝑌 ≤ 𝑍)𝑆𝑖𝑗 = 𝐹𝑃 (11) 

 

 𝑖𝑓 (𝑍 ≤ 𝑋&𝑍 ≤ 𝑌)𝑆𝑖𝑗 = 𝐹𝑀 (12) 

 

4.3. Fill Rule Steps  

 

The basic idea of the rule is the following: first, select an item in the user-item scoring matrix to determine whether it is not 

scored, calculate the mean, median, mode, and other filling methods for the unrated items, and then use Equation (6) to find 

the weighted average. The two perform the difference calculation to select the minimum number and fill in the unrated item. 

The specific filling steps are as follows: 

 

 Step 1: Enter the user-item score matrix R1. 

 Step 2: Arbitrarily select an item Iiy in R1 to determine whether the item Iiy is scored. If yes, continue to select any 

item Iiy, and if not, proceed to the next step. 

 Step 3: Calculate the values of all the filling methods of the item Iiy to form the set Q, and proceed to the next step. 

 Step 4: The formed set Q is subjected to the weighted average evaluation M. 

 Step 5: Select the value Qx of any filling method, Qx∈ Q, and calculate the difference between Qx and the weighted 

mean M, P = |Qx-M|. 

 Step 6: Determine whether all values in Q have been calculated as the difference P from the weighted average M. If 

so, the padding value x corresponding to the value of the smallest difference P is selected to fill the user item matrix 

vacancy position. If not, it continues to calculate whether all values in Q have been calculated from the range P of 

the weighted average M. 

 Step 7: Form the filled matrix R2. 

 Step 8: Calculate the similarity based on the populated user-item scoring matrix R2 to find a more realistic set of user 

neighbors. 

 Step 9: Generate recommendation lists. 

 

The specific filling process is shown in Figure 4. 

 

When the single value of the calculation is filled in the position of each vacancy in the scoring matrix, the filling 

method can be selected according to the filling rule calculation method, which not only solves the problem of data 

sparseness, but also can improve the accuracy of the vacancy position to find a more realistic set of user neighbors. 

 

5. Experimental Results and Analysis 

 

5.1. Data Set 

 

The experimental environment of this paper is based on the cloud platform Hadoop1.2.1 pseudo-distributed cluster equipped 

with a Centos 6.4 operating system, one of which is the master node and two are the slave nodes. This experiment uses the 

Movie Lens data set. The score information table includes 943 users, 1,682 movies, and 100,000 ratings. The user's rating 

values for the project range from 1 to 5 as integers, and the test data is divided into training sets (80%). For the test set 

(20%), the training set is used to perform algorithm experiments and predictive estimation, and the test set is used to compare 

the predicted estimation results, so the sparsity can be calculated as: (943×1682-100000)/(943×1682) = 93.695% [16]. 
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Y
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Figure 4. Multivariate value mixing fill flow chart 

 

5.2. Evaluation Criteria 

 

The criteria for evaluating the recommendation system recommendation quality are mainly statistical accuracy measurement 

methods and decision support accuracy measurement methods [17]. The recommended absolute precision is measured by 

the mean absolute error (MAE) and root mean square error (RMSE). MAE and RMSE represent the accuracy of the 

recommendation by calculating the difference between the predicted score and the actual score of the movie. The smaller 

the values of MAE and RMSE, the more accurate the recommendation. This paper uses the mean absolute error (MAE) to 

measure the recommendation accuracy. This method of measuring recommendation accuracy is easier to understand, and its 

essence is to calculate the average deviation between the predicted value and the true value. N is used to represent the 

number of predicted scores, pi is used to represent the predicted value, and qi is used to represent the real value. The 

expression of MAE is shown in Equations (13) and (14). The smaller the average absolute error value, the more accurate the 

recommended result, and the better the recommended algorithm performance [18]. 

 

 𝑀𝐴𝐸 =
∑ |𝑝𝑖 − 𝑞𝑖|
𝑁
𝑖=1

𝑁
 (13) 

 

 𝑀𝐴𝐸 =∑
𝑀𝐴𝐸𝑖
𝑀

𝑀

i=1

 (14) 
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In the formula, M is the total number of users and MAE is the absolute deviation of all users. 

 

 𝑅𝑀𝑆𝐸 = √∑
（𝑝ij − 𝑞ij）

2

𝑛

𝑁𝑖

j=1

 (15) 

 

It can be seen from Equations (13) to (15) that if the calculated values of MAE and RMSE are smaller, the closer the 

theoretical result predicted by the algorithm is to the actual score, and the higher the accuracy of the algorithm 

recommendation. 

 

5.3. Experimental Result 

 

In order to make the evaluation conclusion more accurate, the filled data is used as the prediction score for recommendation, 

and the largest N of these predicted score values is taken as the recommendation values of the target users. The value range 

of N is [5, 20], with 5 as the step in this paper, and the comparison test uses the four kinds of padding data (mean, median, 

mode, multivariate mixed padding) as the recommended efficiency of recommendation and traditional collaborative filtering 

recommendation algorithm. The test results using the mean fill data as the predictive score are shown in Figure 5. 

 

 
Figure 5. Mean filling and MAE comparison with traditional collaborative filtering algorithm 

 

It can be seen from Figures 5 and 6 that the MAE value of the populating method of mean median mode is smaller than 

that of the traditional collaborative filtering recommendation algorithm, indicating that the recommendation effect of the 

three single-value fillers is good. Among the three filling methods, the recommended results are the best when using the 

median of the row and column of the grading matrix. They are the worst when using the average of the row and column of 

the scoring matrix. According to the comparison among the MAE values of the three filling methods and the multivariate 

value mixed filling method in Figure 5, the recommendation effect of the multivariate value mixed filling method is even 

better than that of the median filling method, which can alleviate the problem of data sparsity and at the same time 

guarantee better recommendation quality. 

 

 
Figure 6. Comparison of MAE in four filling modes 
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6. Conclusions 

 

This paper mainly studies the data sparse problem in traditional collaborative filtering recommendation. Considering that 

the solution of the data sparse problem generally adopts the method of filling in the value, the value of too single cannot 

truly represent the user's preference, and the problem of sparse scoring data cannot be fundamentally solved. Therefore, the 

method of multivariate value filling in the mitigation of user project data sparseness enriches the diversity of filling values 

and improves the original filling rules. The calculated weighted average is used to obtain the relatively concentrated value 

of the filling value, and the filling value is compared with the weighted average to find the filling value corresponding to the 

minimum extreme difference. The method is verified by experiments and effectively mitigates sparsity. In the future, we 

will conduct research on how to find the optimal weights in reasonable weighting values and the influence of user interests 

on many factors. 
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